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• Using a binned data set with i bins from j multiple sources, 
e.g. signal and background (j=1,2), the predicted number 
of events in bin i (fi) is 

• When comparing to similar binned data (di) we can 
maximize the following log-likelihood which takes into 
account the poisson fluctuations from bins w/ small 
numbers of data (di)

The Setup for a Binned Likelihood
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fi =
mX

j=1

pjaji
aji is the number of Monte 
Carlo events from source j 
in bin i and pj is the source 

strength, i.e. fraction

lnL =
nX

i=1

di ln fi � fi
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• While the likelihood takes into account fluctuations of the data 
(di) it does not include that the Monte Carlo (aji) may be of 
finite statistics and affected by poisson fluctuations 

• Monte Carlo generation can be slow 

• One of the sources could be a rare process 

• Choice of binning is fine in signal dominated region, but due to excellent 
background rejection the other regions are minimally populated 

• A solution is to include the contribution of a poisson 
fluctuation on aji:

The Problem
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lnL =

likelihood for diz }| {
nX

i=1

di ln fi � fi +

likelihood for ajiz }| {
nX

i=1

mX

j=1

aji lnAji �Aji



D. Jason Koskinen - Advanced Methods in Applied Statistics - 2018

• Maximize the LLH by differentiating and setting the 
derivative equal to zero and solving iteratively or maximize 
the LLH numerically, e.g. multiply by -1 and use a 
minimizer 
• For pj and Aji 

• Maximizing over the actual LLH consists of m*(n+1) unknowns 

• The values of pj are what we want, because those will be the 
fractions of sources (signal(s) and background(s)) in the data sample 

• The following plots show two sources with a ratio of 
p1=1/3 and p2=2/3 and the following distributions

The Goal
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F1(x1, x2) /
x1 + x2

2
F2(x1, x2) /

1 + x1 � x2

2

0  x1  1

0  x2  1
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• For various numbers 
of MC generated 
events, the 
maximum likelihood 
approach for the 
simple likelihood 
compared to the 
adjusted likelihood 

• For numerous 
entries the two are 
similar

Results - A
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• For various numbers 
of MC generated 
events, the 
maximum likelihood 
approach for the 
simple likelihood 
compared to the 
adjusted likelihood 

• For a low number of 
events the simple 
likelihood is biased 
whereas the 
adjusted likelihood 
is unbiased

Results - C
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• Modifying the binned likelihood to account for poisson 
fluctuations in the data and Monte Carlo produces an 
unbiased estimator for low-statistics data and/or Monte 
Carlos samples 
• Works for Monte Carlo events which include weights, provided that 

the events in the same bin have similar weights ( for some unknown 
definition of ‘similar’) 

• Special considerations are needed for a sample with no events from 
an MC source in the region of highest signal strength.

Conclusion
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