Applied Statistics

Multivariate Analysis - part II

“Statistics is merely a quantisation of common sense”



Fisher Discriminant

You want to separate two types/classes (A and B) of events using several

measurements.

Q: How to combine the variables?
A: Use the Fisher Discriminant:

F =wg +w

Q: How to choose the values of w?
A: Inverting the covariance matrices:

W= (Xa+Xp)  (fa—fiB)

This can be calculated analytically, and
incorporates the linear correlations into
the separation capability.
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Fisher Discriminant

The details of the formula are outlined below:

For each input variable (x),
you calculate the mean (u),
and form a vector of these.

AN

0= (Za+3p) (fia—jin)

Given weights (w),
you take your input
variables (x) and
combine them
linearly as follows:

Using the input variables (x),
you calculate the covariance
matrix (2) for each species
(A/B), add these and invert.

”LU . T F is what you base
your decision on.




Non-linear MVAs

While the Fisher Discriminant uses all separations and linear correlations,
it does not perform optimally, when there are non-linear correlations present:
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If the PDFs of signal and background are known, then one can use a likelihood.

But this is very rarely the case, and therefore more “tough” methods are needed...



Todays goal: Introduction

MultiVariate Analysis (MVA) is a huge subject, and it is impossible to go into any
detail in one day.

The goal of todays exercise is to:

e Give you an introduction to more advanced MVA methods.
e Be able to recognise problems, where MVA is applicable.

e Wet your appetite for advanced MVA methods.

So let us dive into the world of extracting knowledge from information.
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Neural Networks (NN)

NEURONS

INPUT LAYER1 LAYER 2 QUTPUT

In machine learning and related fields, artificial neural networks (ANNs) are
computational models inspired by an animal’s central nervous systems (in particular
the brain) which is capable of machine learning as well as pattern recognition.

Neural networks have been used to solve a wide variety of tasks that are hard to
solve using ordinary rule-based programming, including computer vision and
speech recognition.

[Wikipedia, Introduction to Artificial Neural Network]



Neural Networks

Neural Networks combine the input
variables using a “activation” function
s(x) to assign, if the variable indicates
signal or background.

The simplest is a single layer perceptron:

tlar="5 (ao + Z aixi)

This can be generalized to a multilayer
perceptron:

t(r)=s (ai + Z aihi(az))
hi(x) =s (wio - sz‘jiﬂj)

Activation function can be any
sigmoid function.
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Boosted Decision Trees (BDT)

Dependent variable: PLAY
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Decision tree learning uses a decision tree as a predictive model which maps
observations about an item to conclusions about the item’s target value. It is one of

the predictive modelling approaches used in statistics, data mining and machine
learning.

[Wikipedia, Introduction to Decision Tree Learning]



Boosted Dec151on Trees (BDT)

Obama has Romney has 76 ways to win

This is an unrelated
example of a decision
tree from the real world.

if Obama wins Flonda If Romney wins Flonda



Boosted Decision Trees

A decision tree divides the parameter x 1

space, starting with the maximal Bac kground
separation. In the end each part has a Signal
probability of being signal or

background.

® Works in 95+% of all problems!
® Fully uses non-linear correlations.

But BDTs require a lot of data for "
training, and is sensitive to
overtraining (see next slide). |

Overtraining can be reduced by |

limiting the number of nodes and
number of trees.
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Boosting...

: A
There is no reason, why you can not X

have more trees. Each tree is a simple
classifier, but many can be combined!

Background
Signal

To avoid N identical trees, one assigns
a higher weight to events that are hard

to classity, i.e. boosting;: ;

Boost weight .
1 —err k

First classifier a =

err Y‘ x
1\\'(-" ection | O a S
1 Zn : \ e X| > "

yBoost.(x) - lIl((l‘-;) . h,‘(x)

Arcollcction

Parameters in event N Individual tree v\.0

11



Test for overtraining

In order to test for overtraining, half the sample is used for training, the other for testing:

TMVA overtraining check for classifier: BDT_0pOm_2e2mu
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TMVA - MVA in ROOT

The main parameters to consider in setting up the training in TMVA are:

Generally:
e Definition of signal and background (selection and / or separate files)
® Variables to use (“vardict”)

e Which methods to use (“factory.BookMethod”, i.e. Fisher, NN, BDT, etc.)
e Settings/options (see below)

Boosted Decision Tree:

e Transformation of variables? (i.e. Principle Component Analysis (PCA))
e Number of trees (“NTrees”).

e Maximum depth of trees (“MaxDepth”).

Neural Network:
e Transformation of variables? (i.e. Principle Component Analysis (PCA)).

e Number of cycles (“NCycles”, i.e. number of training rounds).
e Number of hidden layers (“N”, i.e. “N+1” or “N+1, N”).
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Method’s (dis-)advantages

CLASSIFIERS
CRITERIA Cuts Likeli- PDE- k-NN H- Fishel] ANN|| BDT| Rule- SVM
hood RS Matrix Fit

No or linear * *k * * * *k ok * ok *
Perfor- correlations
mance Nonlinear 0 o *k ok 0 0 *k *k ok *k

correlations

Training 0 wox ox *ox . *x * o * o
Speed

Response *k *ok 0 * *ok *ok *k * *ox *
Robust- Overtraining *x * * * *ok *k * o * *ox
ness Weak variables *k * o 0 *k *k * *k * *
Curse of dimensionality 0 *x 0 0 s .a * n .
Transparency *ok *k * * *k *ok o o 0 0

Table 1: Assessment of classifier properties. The symbols stand for the attributes “good™ (xx). “fair™ (x)
and “bad” (o). “Curse of dimensionality” refers to the “burden” of required increase in training statistics
and processing time when adding more input variables. See also comments in text. The FDA classifier is
not represented here since its properties depend on the chosen function.



Example of method comparison

vari

Left figure shows the distribution of signal and background used for test.
Right figure shows the resulting separation using various MVA methods.

3~"'.'.'.,'",'T"'."".'",'"'s'i'.ql""'« - 1
oF rd 30.93

! - = c

_ 1 v 08

1= oA -1 = -

[ ] 3 o7 MVAMeth

[ : 20'75 + ,

o 1 8 e

-1{— ~ 08— — MLP_1

[ ] - = RuleFit

2F . J 04 LikelihoodPCA

._ : i 1 o3 - H_Matnx

sb 1 “E —— Fisher

Cla s aaly lagaa i a a1, 1 aa Ll 02“““1““11~“11.“1““1“v11»v“ ' " PR T
-3 -2 -1 o 1 : S 0 01 02 03 04 05 06 07 08 09 1

var0 Signal efficlency

The theoretical limit is known from the Neyman-Pearson lemma using the
(known/ correct) PDFs in a likelihood.
In all fairness, this is a case that is great for the BDT...
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The XKCD survey/sample

The cartoon XKCD had a fun survey...

INTRODUONG

THE. XKCD SURVEY
A SEARCH FOR LJEIRD CORRELATIONS

NOTE:: THIS SURVEY 1S ANONYMOUS, BOT
ALL- RESPONSES WILL BE. FOSTED PUBUCLY
50 PEOFALE. CAN PLAY ITH THE DATA.

CLICK HERE. TO
TAKE. THE. SURVEY

OR CLICK HERE, OR HERE.
THE WHOLE (DMIC IS A LK,
BECAUSE T STL HAVENT GOTTEN
THE HANG OF HTFIL IMAGEMAPS,

[ wanted to have included this as an example of using MVA on complex data, but
unfortunately it was not made public yet! Next year, I hope...



The XKCD survey/sample

Thermostat

*» When you adjust a thermostat that was set by someone else, it's usually because you want the room to be...
« Cooler
» Warmer

Clothing

« What color is the shirt/dress/upper-body-clothing you're wearing right now, if any?
« Text box

Colds

« Do you get colds often?
* No
* Yes

Number

« Pick a number from 1 to 100
o Text box

Spelling

« On a scale of 1 to 10, how good at spelling are you? (Note that the question does not specify which end of the scale is good or bad.)
o Tick off list with numbers from 1 to 10.
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XKCD on statistics
T

WHOA! WE SHOULD GET INSIDE!

X, IT5 OKAY! LIGHTNING ONLY KILLS
A ABOUT 45 AMERICANS A YEAR, SO
THE CHANCES OF DYING ARE ONLY

OME IN 7000,000. LET'S GO ON!

o)

-

THE ANNUAL DEATH RATE AMONG PEORLE
WHO KNOW THAT STATISTIC IS ONE. IN SIX.
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