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Abstract

In ultra-relativistic heavy-ion collisions a new state of matter known as the strongly interacting quark-gluon plasma (sQGP) is produced. A key observable in the study of the sQGP is anisotropic azimuthal flow. The anisotropies are described by flow harmonics, $v_n$. In this thesis, bias arising from non-uniform azimuthal acceptance and the effect of flow fluctuations are investigated. The main result is an analysis of the pseudorapidity ($\eta$) dependence of $v_2$, $v_3$ and $v_4$ over a wide kinematic range: $-3.5 < \eta < 5.0$ in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV. The analysis is performed using the ALICE Forward Multiplicity Detector and Silicon Pixel Detector at the CERN Large Hadron Collider (LHC). The results are compared to other LHC experiments and previous experiments at lower collision energies.

Use of results from this thesis

All results from this thesis and all plots deriving from ALICE detectors are the property of the ALICE collaboration and the University of Copenhagen. ALICE results are only official if published in a peer-reviewed journal. To use the contents of this thesis, please contact either the author, supervisor or the ALICE collaboration.
Contents

Preface v

I Theoretical Foundation 1

1 Heavy-Ion Physics 3
   1.1 Quantum Chromodynamics (QCD) 3
   1.2 Quark-Gluon Plasma (QGP) 4
   1.3 Kinematic Variables 6
      1.3.1 Collision Energies 6
      1.3.2 Rapidity and Pseudorapidity 6
      1.3.3 Transverse Momentum 7
   1.4 Centrality 7
   1.5 QGP Signatures and the Current Status of the Field 8

2 Hydrodynamics 13
   2.1 Hydrodynamics and Heavy-Ion Collisions 13
   2.2 Ideal Hydrodynamics 14
   2.3 Viscous Hydrodynamics 15
   2.4 Anisotropic Flow 16

II Anisotropic Azimuthal Flow 21

3 Methods for Measuring Flow 23
   3.1 The Event Plane Method 23
   3.2 Scalar Product Method 25
   3.3 Cumulants 26
      3.3.1 Multi-Particle Azimuthal Correlations 26
      3.3.2 Generating Functions 27
   3.4 Q-Cumulants 28
      3.4.1 Reference Flow 28
      3.4.2 Differential Flow 30
      3.4.3 Rapidity-Gaps 31
      3.4.4 Selection Criteria and Fluctuations 32
      3.4.5 Non-Flow 35
      3.4.6 Non-Uniform Acceptance 37
      3.4.7 Removing Cross-Harmonic Bias from Non-Uniform Acceptance 39
      3.4.8 Finite Azimuthal Segmentation 43
      3.4.9 Mixed Harmonic Correlations 44
      3.4.10 Symmetry Plane Fluctuations 45
# Contents

3.4.11 Unresolved Issues ................................................................. 46
3.5 The Future of Flow Algorithms .................................................. 46

4 Flow in Heavy-Ion Collisions ....................................................... 49
4.1 $v_n$ Measurements ................................................................. 49
   4.1.1 $\sqrt{s_{NN}}$-Dependence ................................................... 49
   4.1.2 Centrality-Dependence ...................................................... 50
   4.1.3 $p_T$-Dependence ............................................................. 51
   4.1.4 Flow of Identified Particles ............................................... 52
   4.1.5 $\eta$-Dependence ............................................................. 55
4.2 Event-by-Event Measurements ................................................ 56
4.3 Correlations Between Fluctuations of Different Harmonics ............... 58
4.4 Symmetry Plane Fluctuations .................................................... 58
4.5 Flow in p–A and pp Collisions? ................................................ 60
4.6 Outlook ................................................................................. 61

III Experimental Setup ..................................................................... 63

5 The LHC and the ALICE Detector .................................................. 65
5.1 The CERN Accelerator Complex and the LHC ............................... 65
5.2 The ALICE Detector ................................................................. 65
5.3 The Forward Multiplicity Detector (FMD) ................................... 67
5.4 The Inner Tracking System (ITS) .............................................. 69
   5.4.1 The Silicon Pixel Detector (SPD) .......................................... 69
5.5 The Time Projection Chamber (TPC) ......................................... 70
5.6 The VZERO Detector (V0) ........................................................ 71
5.7 Upgrade Plans .......................................................................... 72

6 From Signals to Particles ............................................................... 73
6.1 Data Reconstruction .................................................................... 73
6.2 FMD Signal Processing .............................................................. 73
   6.2.1 Raw FMD Data ................................................................. 73
   6.2.2 ESD Processing .................................................................. 74
6.3 VZERO Amplitudes .................................................................... 76
6.4 ITS Clusters and Tracks .............................................................. 77
6.5 TPC Clusters .............................................................................. 78
6.6 Tracking with the ALICE Detectors ............................................ 78

7 Event Generators and Models ......................................................... 79
7.1 Glauber Models ......................................................................... 79
7.2 HIJING ..................................................................................... 80
7.3 AMPT ..................................................................................... 81
7.4 Model with Parametrization of ALICE Measurements ................. 81
7.5 Geant ....................................................................................... 84
   7.5.1 Track References and Their Uses ........................................ 85
7.6 The Virtual ALICE ................................................................. 86
   7.6.1 FMD Response and Digitization ........................................ 86
IV Analysis and Results

8 Analysis

8.1 Event Selection

8.1.1 Triggering Selection
8.1.2 Background Event Rejection
8.1.3 Vertex Determination
8.1.4 Centrality Estimation

8.2 Detector Cuts

8.2.1 FMD Energy Distribution Cuts
8.2.2 Flow Specific Cuts
8.2.3 SPD Cluster Selection
8.2.4 Track Cuts
8.2.5 VZERO Amplitudes

8.3 Statistical Uncertainties

8.4 Acceptance

8.5 Secondary Particles in ALICE

8.6 Non-Flow Estimation

8.7 Monte Carlo Correction

8.8 Detector Segmentation

8.9 Trending

8.10 Results

9 Systematic Uncertainties

9.1 Track Selection

9.2 Model Dependence

9.3 Material Description

9.4 Non-Flow Correction

9.5 Summary of Systematic Uncertainties

9.5.1 $v_2$ \{2\}
9.5.2 $v_3$ \{2\}
9.5.3 $v_4$ \{2\}
9.5.4 $v_2$ \{4\}

10 Results

10.1 Complete Results

10.2 Comparison to Other ALICE Measurements

10.2.1 Comparison to TPC Published Results
10.2.2 Using the VZERO at Forward Rapidity
10.2.3 Changing the Reference Detector
10.2.4 Applying a Rapidity-Gap
10.2.5 Forward-Backward Symmetry

10.3 Comparison to Other Experiments

10.4 Model Comparisons

11 Conclusions and Outlook

Bibliography
My first real introduction to the CERN Large Hadron Collider came when I did my bachelor project in 2009 in the High Energy Heavy-Ion (HEHI) group at the Niels Bohr Institute (NBI). For this project I analyzed LHC test-beam data from the locally built ALICE Forward Multiplicity Detector (FMD). This was done under the supervision of Professor Jens Jørgen Gaardhøje.

In the following years I regularly went to CERN to take FMD shifts and I wrote my master’s thesis on elliptic flow in ALICE, which I defended at the end of September 2011. With the opportunity to delve deeper into the world of heavy-ion physics, I signed up for three more years as a PhD student. Those three years have now passed and the most important results are presented in this thesis. Building on my previous work, this analysis presents a measurement of elliptic ($v_2$), triangular ($v_3$) and quadrangular ($v_4$) flow over a wide pseudorapidity range ($-3.5 < \eta < 5$) in Pb–Pb collisions at $\sqrt{s_{\text{NN}}} = 2.76$ TeV.

Preliminary results for $v_2$ and $v_3$ were presented at the Quark Matter 2012 conference in Washington D.C. The results, the so-called non-flow was removed using pp collisions at the same collision energy. Rather than go for publication, I chose to further develop the analysis and include a rapidity-gap as a cross-check for the non-flow removal. This proved more difficult than I had first anticipated, and in the process of implementing this, I ended up doing several calculations on biases to the Q-cumulants method - the method used for flow analysis in this thesis. The end result is that the analysis is not yet published. At the time of this writing, a paper draft is being written, and a paper proposal will be presented at a collaboration meeting in October 2014. The hope is to have the results published in the beginning of 2015.

In the first two chapters of this thesis, the theoretical framework is presented. The first chapter presents an overview of the field of heavy-ion physics. The second chapter focuses on relativistic hydrodynamics, the framework used to interpret the results from anisotropic flow analyses. Chapters 3 and 4 are concerning how to measure anisotropic flow and the interpretation of previous measurements. In chapters 5 and 6, the detectors are presented as well as the first part of the data analysis. Chapter 7 describes the various event generators and models necessary to do this analysis. The actual analysis, systematic checks and results are presented in Chapters 8 to 10. In these chapters everything from event selection to cuts and backgrounds are discussed. In particular, the data used for this analysis are not particle tracks, but particle clusters or hits. This means that it is not possible to distinguish between particles originating from interactions with detector material and those originating from the primary collision vertex. This fact presents an extra challenge for the analysis, and a significant amount of the work presented here is regarding the secondary particles produced after the collisions occurred.

Being a PhD student has been an immensely fun and rewarding experience. This is largely due to the many great people I have had a chance to work with. In particular I would like to thank Professor Jens Jørgen Gaardhøje for his supervision of my many projects. Special thanks goes to Kristjan Gulbrandsen for help with everything from calculations, physics interpretations...
and understanding, to comments and discussions on various drafts of this thesis. Ante Bilandzic for help with cumulants, flow and comments to my analysis and this thesis. Christian Holm Christensen also deserves thanks for help with coding and a large amount of comments to this text, which greatly improved it. Thanks also to Børge Svane Nielsen and Marek Chojnacki for comments on this text, and, finally, a big thanks to the rest of the HEHI group at NBI for a lot of good times in the past years.

Of course, it is not just the HEHI group that I have had the opportunity to work with, but also the ALICE collaboration. They all deserve thanks. In particular, the conveners of the flow physics analysis group in the past couple of years: Ilya Selyuzhenkov for a lot of help leading up to Quark Matter in 2012 and Alexandru Florin Dobrin and Anthony Robert Timmins for many useful comments during many long meetings. And finally the (past and present) conveners of the correlations and fluctuations working group: Raimond Snellings, Jan Fiete Grosse-Oetringhaus, Michael Weber and Panos Christakoglou.

While being a PhD student has been fun, it has also been a lot of hard work. I would like to thank my friends and family, in particular Ida, for being very understanding about this.
Part I

Theoretical Foundation
Chapter 1

Heavy-Ion Physics

A new state of matter, known as the strongly interacting quark-gluon plasma (sQGP) can now be produced in relativistic heavy-ion collisions. The discovery was first made at the Brookhaven Relativistic Heavy Ion Collider by investigating gold–gold (Au–Au) collisions over a wide range of collision energies. In 2010, the CERN Large Hadron Collider (LHC) successfully collided lead-ions at center-of-mass energies 14 times higher than RHIC, ushering in a new era in heavy-ion physics. Today, physicists are closer than ever to mapping out the phase diagram of the strong interaction and measuring the properties of the sQGP.

This chapter outlines the basic physics behind heavy-ion collisions. The theory of quantum chromodynamics (QCD), which describes the strong nuclear force in the framework of the standard model (SM) of particle physics, is introduced. Subsequently, the state of matter known as the quark-gluon plasma (QGP) is described. The most important kinematic variables of heavy-ion physics are introduced and finally some of the signals interpreted as a signature for the QGP are presented. The main observable in this thesis - anisotropic flow - is introduced in Chapters 2 to 4.

1.1 Quantum Chromodynamics (QCD)

One of the most successful scientific theories of all time is the SM of particle physics. The model describes a set of fundamental (elementary) particles, and the three forces through which they interact: the electromagnetic force, the weak nuclear force and the strong nuclear force. The electromagnetic and weak forces are described by the electro-weak quantum-field theory. QCD is the quantum field theory describing the strong force. The theory describes the interactions between a group of particles called quarks that interact using force-carrying particles called gluons. The physical quantity responsible for the interaction is called color-charge, hence the name chromodynamics. Color-charge comes in three varieties: blue, red and green, as well as three corresponding anti-colors. The color/anti-color combination can be thought of as the positive and negative charge known from electromagnetism. Indeed combining, for example, blue and anti-blue yields a color-neutral object. However, color-charge has some additional properties: combining one of each of the three (anti-)colors also yields a color-neutral object. The special properties of color-charge is also observed in the gluon, in that it is bi-colored, i.e. has two color charges. Gluons hold quarks together inside hadrons. In a sense, they glue the quarks together, hence the name of gluons.

Two key attributes of QCD are particularly interesting. One is known as confinement; it comes from the experimental observation that no free (not bound in a hadron) quark or anti-
quark has ever been observed. Closely related to confinement is the concept of asymptotic freedom, which states that quarks interact weakly at short distances. Complementary to this, if two quarks connected by a gluon field move away from each other, the energy stored in the gluon field increases until producing a new pair of quarks becomes energetically favorable. This is illustrated in Fig. 1.1. This behavior is in stark contrast to what is observed in the other three fundamental forces that all become weaker with increasing distance. Not only have free quarks never been observed, but even if two quarks are forced apart, new pairs simply pop into existence. However, asymptotic freedom means that if it is possible to produce a high enough density of quarks, and thus short inter-quark distances, they should interact so weakly with each other that they could be considered deconfined or ‘free’ Matter consisting of such a high density of quarks and gluons is said to be in a quark-gluon plasma state. [7]

The second key attribute of QCD is chiral symmetry restoration. Chirality is the handedness of a particle. A particle is right-handed if the projection of the spin-vector onto the momentum-vector is positive. Similarly, a particle is left-handed if the projection is negative. Because the quark masses are not zero, chiral symmetry is explicitly broken. When the quarks interact and form hadrons, the chiral symmetry is spontaneously broken. Chiral symmetry breaking is responsible for \( \sim 99\% \) of hadron masses. In the limit of sufficiently high temperatures and densities, the free quark masses are small enough that chiral symmetry is approximately restored. The theoretical measure of chirality is the vacuum expectation value of the quark/anti-quark system, \( \langle q\bar{q} \rangle \). In hadronic matter \( \langle q\bar{q} \rangle \) is non-zero, meaning that the vacuum is filled with virtual quarks and anti-quarks. With the onset of deconfinement, \( \langle q\bar{q} \rangle \approx 0 \) and the symmetry is restored. Thus, creating a deconfined state of quarks and gluons allows for studying unknown and otherwise inaccessible regions of the QCD phase diagram. [8]

Doing calculations within QCD is very difficult. Various techniques are employed for doing the theoretical computations. The most precise method is perturbative QCD. Perturbative QCD only works in the high-momentum limit and consequently has a limited applicability in the study of dense and deconfined matter. To study the non-perturbative regions of QCD an approach treating spacetime as discrete points on a lattice is used - lattice QCD (lQCD). This method is computationally heavy, but allows for insights in otherwise inaccessible regions of the theory. [9]

1.2 Quark-Gluon Plasma (QGP)

T. D. Lee first suggested that the phase transition of hadronic matter into a deconfined state might exist in 1974 [10]. In 1978 Edward Shuryak realized that thermal fluctuations of gauge fields might lead to color screening [11], he then coined the term quark-gluon plasma for describing such matter. This effect is similar to the screening caused by mobile electrical charges

\(^3\) At least free to interact within a small volume.
observed in a plasma of ionized gas. Understanding the QGP also has implications for our understanding of the evolution of the Universe. At early times, up to $\sim 10^{-6}$ s after the Big Bang, the Universe was hot and dense enough to be in a QGP state. Thus, understanding the basic properties of the QGP can help understand the evolution of the Universe at early times.

Consequently, there is plenty of motivation to study the QGP phase and corresponding phase transition, but the question is: how to find or produce a QGP? As suggested by Shuryak in his 1978 paper, the density of neutron stars may be high enough for ordinary matter to undergo a phase transition into a QGP. Neutron stars, however, are not readily accessible for these studies. Already in 1974 at the conference in Bear Mountain, it was suggested that collisions of heavy-ions might be used to produce the phase transition [12].

High-energy heavy-ion physics is the study of the QGP and the QGP phase transition. Figure [1.2] shows the QCD phase diagram with the QGP phase at high temperatures and at high baryon chemical potential. Lattice QCD calculations predict that the phase transition occurs at $T_c \simeq 155 \pm 10$ MeV, which is within the range that was first experimentally obtainable [13] at the CERN Super Proton Synchrotron (SPS), and since then at the Brookhaven Relativistic Heavy Ion Collider (RHIC) and CERN Large Hadron Collider (LHC). In Fig. [1.2] the areas of the phase diagram studied at the RHIC and at the LHC are indicated. They are generally at low baryon chemical potential and high temperatures. The early Universe would be positioned at even lower baryon chemical potential, but higher temperature than the LHC [14].

In other words, using relativistic collisions between heavy nuclei makes it possible to study two of the most important properties of the strong interaction: deconfinement and chiral symmetry restoration.
Figure B.2: The global ALICE coordinate system. The $z$ axis is the beam axis and the $x$ axis points to the center of the LHC. $\theta$ is the polar angle, and $\phi$ is the azimuthal angle.

### 1.3 Kinematic Variables

In order to understand the physics of the collisions it is necessary to define certain variables specific to high-energy physics. In this section the most common kinematic variables are presented.

#### 1.3.1 Collision Energies

The energy in the center-of-mass frame can be calculated using the four-vectors of the colliding beams, $E^\mu = (E, 0, 0, p_z)$, where $E$ is the energy and $p_z$ is the momentum along the beam-pipe. If the particles are of equal mass and energy, it is simply:

$$E_{CM} = \sqrt{(E^\mu + E^\nu)^2} = \sqrt{(2E)^2} = 2E,$$

i.e. twice the beam energy. Usually the CM energy is denoted as $\sqrt{s}$ in proton–proton (pp) collisions. When colliding particles consisting of more than one hadron $\sqrt{s_{NN}}$ is often used, where the ‘NN’ implies the energy per nucleon pair. Using the available energy per nucleon pair makes it easier to compare heavy-ion experiments with different kinds of nuclei and pp collisions. For the LHC the collision energy is $\sqrt{s_{NN}} = 2.76$ TeV ($5.5$ TeV) for the current (design) energy.

#### 1.3.2 Rapidity and Pseudorapidity

The rapidity, $y$, of a particle is defined as:

$$y = \frac{1}{2} \ln \left( \frac{E + p_z}{E - p_z} \right).$$

Rapidity is an important variable in high-energy physics. Moreover, it is additive under Lorentz transformations, which makes it convenient when doing calculations. Of course, to calculate $y$ it is necessary to know the energy of the particle. Sometimes $E$ can be measured directly, but otherwise it is necessary to measure the momentum, $p$, and mass, $m$, of the particle, and then use $E = \sqrt{m^2 + p^2}$. In some cases, due to detector limitations, it is not possible to measure
these properties and calculate $y$. However, when a particle travels at relativistic speeds, it is a reasonable assumption that $m \ll p \Rightarrow E \rightarrow p$. From this follows:

$$y \approx \frac{1}{2} \ln \left( \frac{p^2 + p_z^2}{p - p_z} \right) = \frac{1}{2} \ln \left( \frac{1 + \cos(\theta)}{1 - \cos(\theta)} \right) = -\ln[\tan(\theta/2)] \equiv \eta,$$

(1.3)

here $\eta$ is the pseudorapidity and $\theta$ is the polar angle as defined in Fig. 1.3. When $p \gg m$ and $\theta \gg 1 - \gamma$, where $\gamma$ is the Lorentz factor, $\eta \approx y$. The pseudorapidity has the advantage that it can be measured when the mass and the momentum of a particle are unknown.

### 1.3.3 Transverse Momentum

Often the momentum is divided into two terms. A transverse momentum, $p_T$, and a longitudinal momentum, $p_z$. The transverse momentum has the advantage of being Lorentz invariant. It is defined as:

$$p_T = \sqrt{p_x^2 + p_y^2},$$

(1.4)

### 1.4 Centrality

The centrality of a collision is essential to characterize the hot system that is formed in heavy-ion physics. The nucleus of lead (Pb) has a radius of $R = 1.2 \cdot A^{1/3} \approx 7 \cdot 10^{-15}$ m. When observed from the lab frame, a Pb nucleus traveling at relativistic speeds appear pancake-like because of Lorentz contraction. With at Lorentz factor of 1481 for collisions at $\sqrt{s_{NN}} = 2.76$ TeV, the length of a Pb nucleus observed from the lab-frame only appears slightly larger than $10^{-19}$ m. Two of these nuclei colliding will, much like two pancakes colliding, not always have a full overlap. The energy density and consequently the particle production depends on the overlap of the two nuclei. This makes the initial geometry of the collision a very significant observable. The vector connecting the centers of the two nuclei is defined as the impact parameter, see the left part of Fig. 1.4. Experimentally it is not feasible to measure $b$ event-by-event, but since the particle production (almost) directly depends on $b$, the multiplicity can be used as a proxy instead. The experimental measure of the impact parameter is called the centrality. The centrality is related to the impact parameter as:

$$c = \int_0^b \frac{d\sigma}{db'} \frac{db'}{\sigma}, \quad b \leq 2R$$

(1.5)

where $\sigma$ is the total nuclear cross section and $\frac{d\sigma}{db'}$ is the differential cross section. For two identical nuclei the differential cross section becomes $\frac{d\sigma}{db'} = 2\pi b' db'$. Using this and the fact that the maximum impact parameter is $b_{max} = 2R$, the total geometric cross section becomes
\[ \sigma = 4\pi R^2. \]

Finally the centrality for a given \( b \), assuming the nucleus can be treated as a hard sphere, is:

\[ c = \frac{b^2}{4R^2}. \] (1.6)

Equation (1.5) is defined such that \( c \) takes a value between 0\% and 100\%. A collision with a large overlap has a small impact parameter and a small centrality. Such an event is called a central event. Similarly a collision with a large \( b \) and therefore also large \( c \) is called a peripheral event.

In general, the colliding nucleons are divided into two different classes: spectators and participants (see Fig. 1.4). The more central a collision is, the more participants and the less spectators it has. The multiplicity depends on the number of participants, \( N_{\text{part}} \). This is shown in Figs. 1.5 and 1.6 using the HIJING [16,17] event generator (see Section 7.2). The left plot of Fig. 1.5 shows the correlation between the impact parameter and the total number of nucleons participating. As expected, for a full overlap (\( b = 0 \)) almost all nucleons take part in the collision. The right plot shows the correlation between \( N_{\text{part}} \) and the charged particle multiplicity. Clearly, the higher multiplicity, the larger the number of participating nucleons. In Fig. 1.6 the left plot shows how a centrality estimator from a detector (in this case the ALICE VZERO, see Section 5.6) is correlated with the total charged particle multiplicity. Finally, the right plot shows how the centrality estimator can be used as a good proxy for the impact parameter.

1.5 QGP Signatures and the Current Status of the Field

Much has happened in heavy-ion physics since the early beginnings in the 1970s. The quark-gluon plasma, as it was originally predicted has not been found. However, it has been experimentally proved that a system with quark-degrees of freedom, now called a strongly interacting QGP (sQGP), is produced. It is the aim of this section to provide an overview of the current understandings in the field, as well as the biggest questions at this time.

One of the more simple and intuitive tests is to look at how many particles are produced per nucleon-nucleon collision, as compared to proton-proton collisions at similar energies. This is done in Fig. 1.7a where it is clearly seen that the more central a collision is, the more particles...
1.5 QGP Signatures and the Current Status of the Field

Figure 1.6: Left: Correlation between a centrality estimator (simulation of the ALICE VZERO detector) and total charged particle multiplicity in HI-JING. Right: The same centrality estimator used as a proxy for the impact parameter.

are produced per binary collision. This is consistent with a hot lump of QCD matter radiating off quarks and gluons. This system can also be modeled thermodynamically, which is used to predict the relative abundance of particular species of particles. An example of one of these thermal models is shown in Fig. 1.7b, where it is seen that the fit of the thermal model to the data directly yields an estimate on the temperature of the QCD matter at the time where the hadrons are formed. The results of the fits put the temperature close to 160 MeV, which is about the temperature where lattice QCD predicts that the phase transition takes place. If that is the temperature at hadronization, it is likely that it was even hotter in the earlier stages. This suggests that the matter produced may be hot enough to form a QGP.

One of the unique properties of QGP is deconfinement. Deconfinement is expected to set in when a high density of color-charges lead to a screening of long-range interactions [22]. To probe deconfinement the observable must be produced at the early stages of the collision and retain the initial information all the way to the detectors. An example of such observables are the so-called hard probes. One example of a hard probe is hard jets. Jets are formed early in the collision when a hard scattering process produces a pair of high-\(p_T\) quarks or gluons. Due to momentum-conservation the particles in the pair move away from each other and the system undergoes hadronization. The result is two narrow cones of hadrons moving in opposite directions - two jets. If the jets subsequently move through confined matter, only very few gluons will be available to interact with the jets, as they are constrained inside the hadrons. If, on the other hand, the jets move through deconfined matter, there will be many gluons available to interact with the jets. These interactions cause the jets to have a large energy loss per unit length, ultimately leading to jet suppression. Jet suppression was first observed at RHIC [4]. Since then ATLAS has observed events where one of the jets is completely absorbed as it traverses the fireball, thus creating a single jet event [23]. An event-display of one of these events is shown in Fig. 1.8.

Another hard probe is quarkonia states. The most famous example of quarkonia in heavy-ion physics is the tightly bound \(c\bar{c}\)-state - the \(J/\Psi\). The \(J/\Psi\) is small, its radius is just \(\approx 0.2\) fm, much less than the normal hadronic scale \(\Lambda_{QCD}^{-1} \approx 1\) fm. As deconfinement is expected to happen at relatively small length scales, this makes the \(J/\Psi\) a good probe. At the same time
(a) Number of produced particles per binary collision in different collision systems vs. the number of participating nucleons [18].

(b) Yields of identified particles with ALICE at LHC. Fits to three thermal models [19–21] are made to estimate the temperature of the medium.

Figure 1.7

Figure 1.8: ATLAS event-display of a single jet event, where one of the jets is absorbed while traversing the dense medium produced. The middle and right plots show calorimeter towers and tracks, respectively. In both cases a single peak shows the unsuppressed jet, while the signal from the second jet is smeared out over a larger area [23].
it is a tightly bound state. In a hot QGP, the screening radius is very small. If the screening radius falls below the binding radius of the quarkonium system, the quarks can no longer ‘see’ each other. This ultimately leads to a suppression in the abundance of quarkonia [24]. Different quarkonium states have different binding radii, making them work almost as a thermometer of the collision [25]. $J/\Psi$ suppression was reported by NA50 at CERN [26] and later by PHENIX at RHIC [27]. For LHC energies it has been suggested that heavy quarks from different nucleus-nucleus collisions may be prevalent enough for quarkonium states to form by coalescence of $c$ and $\bar{c}$ in the sQGP. Thus causing an enhancement of quarkonia [28]. Recent results from LHC seem to support this theory [29]. Figure 1.9a shows the suppression at RHIC and LHC energies. The suppression is clearly smaller at the LHC. Presently, different models describe the data equally well, and there is no final interpretation of the observations at this time. Precision measurements are needed to fully understand the processes involved.

Chiral symmetry restoration is expected to happen, at least approximately, if a QGP phase transition takes place. As the symmetry is restored, the mass of the $\pi$ and $\rho$ meson changes. The $\rho$ decays into dileptons, which do not interact strongly and should reach the detectors unaffected. A change in mass should be observed as a change or broadening in the dilepton invariant mass spectrum [8]. This has so far not been observed [30], but future precision measurements may show something new.

The main topic of this thesis is anisotropic azimuthal flow, and while it is described in much more detail in the next chapters, it is put here into the general context of heavy-ion physics. The initial-state geometry of the collisions is dominated by the approximately ellipsoidal overlap of the two nuclei. However, it was recently found [31] that other, higher-order shapes also appear due to fluctuations inside the nuclei. A drawing of a collision and the corresponding symmetries is shown in Fig. 1.9b. At RHIC the measurements of the azimuthal anisotropy were for the first time consistent with results from hydrodynamic models, suggesting a strongly interacting medium. This suggests that the quarks and gluons quickly reach a (local) thermal equilibrium, and that the system then behaves as a liquid. It is considered one of the most important results to come out of the early RHIC experiments. For more information on the hydrodynamics used in the models see Chapter 2, for more information on how to measure flow see Chapter 3 and
A consequence of the hydrodynamic evolution of the system is that collectivity builds up inside the system. Collectivity means that the bulk of the particles share the same one-particle underlying probability density function. Recent discoveries by CMS [32,33] surprisingly suggest collectivity also in p–Pb collisions. Similarly, results from two-particle correlation analyzes show the same features in Pb–Pb [34] collisions and high-multiplicity p–Pb [35] and pp [36] collisions. These are shown for all three collision systems in Fig. 1.10. The characteristic shape of the 2-dimensional correlation function is associated with collectivity and flow in A–A collisions. With the relatively smaller size of the p–A and pp collision systems it is not yet fully understood what produces these correlations in the smaller systems.

There are many more important observables in heavy-ion physics that have not been covered above [38]. Many observables are found to behave differently in A–A collisions compared to pp or p–A collisions. This behavior can in many cases be understood as a signal of QGP. There are strong suggestions of deconfinement in the early stages, such as the jet-suppression discussed above. The temperature sensitive probes also put the early time temperatures well above the critical temperature for the phase transition found in lQCD calculations. The correlations in the particle spectra observed suggests a strongly interacting system. Some of these observations also appear to a lesser extend in the smaller systems, but there can be little doubt that a system with quark-degrees if freedom is produced in A–A collisions at RHIC and LHC. Although chiral symmetry restoration remains elusive, and with the observation that the system is strongly interacting, asymptotic freedom does not seem to happen either. This means that the ‘ideal gas’ QGP that was originally expected has not been found, however a sQGP is being produced.

It is still not completely understood how the initial state produces the strongly interacting system, some of the initial conditions may be better understood by colliding smaller nuclei, where fluctuations are more dominant. More detailed measurements of heavy quarks and jets may help map out the different stages of the evolution of the system in increasing detail. Finally, the collectivity observed in smaller systems needs to be understood. It is currently not known if these systems are large enough to form a QGP droplet or if some other mechanism can create the same correlations.
Chapter 2

Hydrodynamics

One of the great discoveries at RHIC was that part of the evolution of the fireball produced in heavy-ion collisions could be modeled by relativistic hydrodynamics [2–5]. It is the purpose of this chapter to introduce the basic concepts of relativistic hydrodynamics. This is put in the context of how the system response to an initial spatial anisotropy may lead to an observable anisotropy in momentum space, i.e. the anisotropic azimuthal flow that is the topic of this thesis. For a deeper mathematical treatment of relativistic hydrodynamics or a broader description of hydrodynamic observables in heavy-ion physics, the reader is referred to some of the review papers available on this topic, see Refs. [39–43] and references therein. This chapter begins with a discussion on the applicability of hydrodynamics to describe the evolution of the system produced in heavy-ion collisions.

2.1 Hydrodynamics and Heavy-Ion Collisions

The system goes through a number of different phases in a heavy-ion collision. A schematic of the evolution of the system is shown in Fig. 2.1. First, the initial conditions of the nuclei require knowledge about nuclear structure and the structure of the protons and neutrons. Next is a stage with deconfined quarks in a strongly interacting medium. Then the system undergoes hadronization and kinetic freeze-out.

The application of hydrodynamics relies on local thermal equilibrium. In the very earliest moments after the nuclear impact, when the energy from the participants is converted to new particles with random directions, the system cannot be in thermal equilibrium [40]. This means that the hydrodynamic calculations require some other model to take care of the initial condition calculations. These initial conditions cannot yet be calculated from first principles, but are reasonably well described by various models; The Glauber model [44] (described in Section 7.1) and Color Glass Condensate models [45] are among the most popular. Since many initial state models do not predict a global thermal equilibrium it is important to note that hydrodynamics is also successfully applied to systems near local thermal equilibrium.

Hydrodynamic modeling is applied at early times in the collision, where the quarks are treated as deconfined. At later stages in the collision, when the temperature becomes low enough for hadrons to form again, the mean collision time, \( \tau_{\text{scatt}} \), becomes larger than the local expansion timescale, \( \tau_{\text{exp}} \), and the system falls out of equilibrium. This turns it into a gas of free hadrons, a process known as decoupling. As the system cools further, the scatterings between the hadrons become too rare for chemical equilibrium\(^1\) to be maintained, and the system is said to freeze out [40]. As these equilibriums break down, so does the applicability of hydrodynamics. Kinetic-theory models can be applied to describe decoupling and freeze-out [42].

\(^1\)Chemical equilibrium is when the relative abundances of different particle species remain constant.
So while hydrodynamics is only one piece of the puzzle, it remains a very important one. This is because it is the description applied while the system is thought to be in the QGP state, from which it follows naturally that many of the most significant observables today in heavy-ion physics have their root in hydrodynamics.

2.2 Ideal Hydrodynamics

An important concept in hydrodynamics is that of fluid elements. A fluid element does not have a specific size, but in the context of hot QCD matter a fluid element contains many more particles than one. All thermodynamic quantities associated with a fluid element are defined in its local rest frame (LRF) \[39\]. The basic assumption in ideal hydrodynamics is that of local thermal equilibrium. This implies isotropic properties for the fluid elements in their LRF. The basic equations of hydrodynamics are energy-momentum conservation and current conservation:

\[ \partial_\mu T^{\mu \nu} = 0, \]
\[ \partial_\mu N_i^\mu = 0. \]

Here \( T^{\mu \nu} \) is the energy-momentum tensor and \( N_i^\mu \) represents any conserved current, typically net baryon number current \[41\]. The different components of \( T^{\mu \nu} \) can be described as \[39\]:

- \( T^{00} \) is the energy density, \( \epsilon \).
- \( T^{0j} \) is the \( j^{th} \) component of the momentum, \( j = 1, 2, 3 \).
- \( T^{i0} \) is the energy flux along the \( i^{th} \) axis.
- \( T^{ij} \) is the flux along axis \( i \) of the \( j^{th} \) component of the momentum.

This means that the energy-momentum tensor and current can be decomposed into:

\[ T^{\mu \nu} = (\epsilon + p)u^\mu u^\nu - p g^{\mu \nu}, \]
\[ N_i^\mu = n_i u^\mu, \]
where \( u^\mu \) is the flow vector, \( g^{\mu\nu} \equiv \text{diag}(1, -1, -1, -1) \) is the Minkowski metric tensor, \( p \) is the hydrostatic pressure and \( n \) is a current density. For these equations and the rest of this chapter, the notation where repeat indices indicate summation is used. Like any other thermodynamic system, it must also obey the second law of thermodynamics:

\[
\partial_\mu S^\mu \geq 0,
\]

with \( S^\mu \) being the entropy current, which is just the entropy density, \( s \), times the flow vector: \( S^\mu = su^\mu \). In fact, in ideal hydrodynamics \( S^\mu \) is a conserved quantity. Only in viscous hydrodynamics does the entropy rise.

For the next calculation a bit of notation needs to be defined. First the tensor

\[
\Delta^{\mu\nu} \equiv g^{\mu\nu} - u^\mu u^\nu,
\]

(2.6)

which in the fluid element’s LRF takes the form \( \text{diag}(0, -1, -1, -1) \) since \( u^\mu = (1, 0, 0, 0) \) in the LRF. The substantial time derivative

\[
D \equiv u_\mu \partial^\mu,
\]

(2.7)

is the time derivative along a comoving fluid element, and thus reduces to the regular time derivative, \( \partial_t \), in the LRF. Finally

\[
\nabla^\mu = \Delta^{\mu\nu} \partial_\nu,
\]

(2.8)

which in the fluid element’s LRF is simply the gradient [41]. It is also worth noting that [39]:

\[
u_\mu u^\mu = 1 \Rightarrow u_\mu \partial_\nu u^\mu = 0,
\]

(2.9)

\[
u_\mu \Delta^{\mu\nu} = 0.
\]

(2.10)

Contracting Eq. (2.1) with \( \Delta_{\alpha\nu} \) and using Eq. (2.3) yields [39]:

\[
\partial_\mu T^{\mu\nu} = (\epsilon + p) u^\mu \partial_\nu u^\nu + \partial_\mu (\epsilon + p) u^\nu - \partial^\nu p = 0,
\]

(2.11)

\[
\Delta_{\alpha\nu} \partial_\mu T^{\mu\nu} = (\epsilon + p) u^\mu \partial_\nu \partial_\mu u_\alpha + u_\alpha u^\mu u_\nu \partial_\mu u_\nu + \Delta_{\alpha\nu} \partial_\mu (\epsilon + p) u^\nu - \Delta_{\alpha\nu} \partial^\nu p \Rightarrow
\]

(2.12)

\[
(\epsilon + p) Du_\alpha = \nabla_\alpha p,
\]

(2.13)

where Eqs. (2.9) and (2.10) are used to identify the terms equal to 0 in Eq. (2.12). In the LRF this is simply:

\[
(\epsilon + p) \partial_t \bar{v} = -\nabla \bar{p},
\]

(2.14)

where the bar over the velocity and gradient indicates that they are 3-dimensional spatial vectors. Notice the sign change on the RHS due to the form of \( \Delta^{\mu\nu} \) in the local rest frame. This equation states that a pressure gradient (e.g. an external force) accelerates the fluid element. This is Newton’s second law and is of great importance in this chapter. It is revisited in Section 2.4.

### 2.3 Viscous Hydrodynamics

Any deviation from local thermodynamic equilibrium generates additional terms to the decomposition of \( T^{\mu\nu}, N^\mu \) and \( S^\mu \) [40]:

\[
T^{\mu\nu} \rightarrow T^{\mu\nu}_{\text{eq}} + \delta T^{\mu\nu} = (\epsilon + p + \Pi) u^\mu u^\nu - (p + \Pi) g^{\mu\nu} + W^\mu u^\nu + W^\nu u^\mu + \pi^{\mu\nu},
\]

(2.15)

\[
N^\mu \rightarrow N^\mu_{\text{eq}} + \delta N^\mu \equiv n_i u^\mu + V_i^\mu,
\]

(2.16)

\[
S^\mu \rightarrow S^\mu_{\text{eq}} + \delta S^\mu = su^\mu + \Phi^\mu,
\]

(2.17)
where subscript \( \text{eq} \) denotes the parts from ideal hydrodynamics described above. \( \Pi \) is the bulk pressure, \( W^\mu \) is the energy flow, \( \pi^{\mu\nu} \) is the viscous shear pressure tensor, \( V^\mu_i \) is the charge (e.g., baryon) flow in the LRF and \( \Phi^\mu \) is the entropy flow vector in the LRF \[40\].

At this point there is an ambiguity as to which reference frame to choose. The so-called \textit{Eckart frame} has \( V^\mu = 0 \), i.e. the reference frame is chosen such that there is no baryon flow. This frame is not very well defined for systems with a small net baryon number, such as relativistic heavy-ion collisions. For this reason the so-called \textit{Landau frame} is chosen for the remaining calculations. In the Landau frame there is no energy flow in the LRF, this corresponds to eliminating \( W^\mu \) (and \( W^\nu \)) from Eq. (2.15) \[41\].

As with ideal hydrodynamics the equations of motions are obtained by contracting Eq. (2.1) with \( \Delta^{\alpha\nu} \). Defining the total pressure, \( P \), as the sum of hydrostatic and bulk pressure i.e. \( P = p + \Pi \) this yields \[40\]:

\[
\partial_\mu T^{\mu\nu} = (\epsilon + P) u^\mu \partial_\mu u^\nu + \partial_\mu ((\epsilon + P) u^\mu) u^\nu - \partial^\nu P + \partial_\mu \pi^{\mu\nu} = 0, \quad (2.18)
\]

\[
\Delta^{\alpha\nu} \partial_\mu T^{\mu\nu} = 0 \Rightarrow (\epsilon + P) D u_\alpha = \nabla_\alpha P - \Delta^{\alpha\nu} \nabla_\mu \pi^{\mu\nu} + \pi^{\alpha\nu} D u_\nu. \quad (2.19)
\]

Here it is seen that the shear pressure tensor plays a role for the acceleration of the fluid in viscous hydrodynamics. The shear pressure tensor can be written in terms of the shear viscosity \( \eta \) \[41\]:

\[
\pi^{\mu\nu} = 2\eta (\nabla^\mu u^\nu). \quad (2.20)
\]

The shear viscosity provides information about the resistance to deformations. A low shear viscosity means a low resistance to deformations. As deformations are exactly what is measured in anisotropic flow analyzes, there is hope of eventually determining the shear viscosity to entropy density ratio, \( \eta/s \), experimentally, see Section 2.4 and Chapter \[4\] for further discussion. Just as there is a shear pressure and a bulk pressure, there is also a bulk viscosity. The bulk viscosity determines the resistance to volume changes.

Equation (2.19) is the relativistic version of the famous Navier-Stokes equations from classical fluid dynamics. It does not alway preserve causality and is generally referred to as first order theory. Second order relativistic viscous hydrodynamics does exist, for example in the popular Israel-Stewart version \[46, 47\]. A more detailed discussion on the shortcomings of first order theory and how to formulate second order theory can be found in Refs. \[40, 41, 48\]. However, the purpose here is to show how anisotropic flow develops, and Eq. (2.19) is sufficient to show how shear viscosity plays an important role in the evolution of the system.

It has been found that for a strongly coupled \( N = 4 \) super-symmetric Yang Mills theory the ratio of shear viscosity to entropy density can be calculated and is found to be \( 1/4\pi \) \[15\]. Using the AdS/CFT correspondence \[49\], it has been suggested that \( 1/4\pi \) is the lower bound of \( \eta/s \) for all fluids.

### 2.4 Anisotropic Flow

Anisotropic flow is the measurement of preferred directions of the flow in the fluid. This is a consequence of a non-isotropic pressure gradient, \( \nabla^\mu p \) in Eq. (2.13) or Eq. (2.19). The question is how such an anisotropic pressure gradient might come about? To answer this, it is necessary to look at some of the thermodynamic properties of the system. First the thermodynamic identity:

\[
dU = -pdV + TdS + \sum_i \mu_i dN_i, \quad (2.21)
\]

3The standard model is based on Yang Mills theory.

4A mathematical duality between conformal field theories (e.g. Yang Mills) and anti-de Sitter spaces used in quantum gravity.
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where \( U \) is the internal energy, \( V \) is the volume, \( T \) is the temperature, \( \mu_i \) is the chemical potential for the conserved current \( N_i \). It can be shown that for an ideal fluid entropy is conserved \([41]\). This is known as an isentropic process. In such a process only the volume changes, this means that \([39]\):

\[
\frac{ds}{s} = -\frac{dV}{V}.
\]  

(2.22)

Recalling that \( \epsilon \equiv U/V \) it follows that:

\[
dU = \epsilon dV + V d\epsilon = -pdV.
\]  

(2.23)

Leading to \([39]\):

\[
\frac{d\epsilon}{\epsilon + p} = \frac{ds}{s}.
\]  

(2.24)

Sound is defined as a small perturbation propagating through a uniform fluid at rest. It is possible to define the speed of sound as \([39]\):

\[
c_s \equiv \sqrt{\frac{\partial p}{\partial \epsilon}}
\]  

(2.25)

Using all of the above in Eq. (2.14) yields (in one spatial dimension, \( x \), for simplicity):

\[
(\epsilon + p) \frac{dv_x}{dt} = -\frac{dp}{dx} \Leftrightarrow \frac{dv_x}{dt} = -\frac{ds}{s} \frac{dp}{dx} = -\frac{dp}{d\epsilon} \frac{d\ln s}{dx} \Leftrightarrow \frac{dv_x}{dt} = c_s^2 \frac{d\ln s}{dx},
\]  

(2.26)

which states that an initial anisotropy in pressure is equivalent to an initial anisotropy in the entropy density profile. An anisotropic entropy density profile is a natural consequence of the fluctuations inside each of the colliding nuclei, and will, according to Eq. (2.26), accelerate the fluid elements. The actual entropy density profile in a relativistic heavy-ion collision has various theoretical and experimental constraints, and its exact shape depends on the initial conditions. For simplicity it can be assumed initially to be Gaussian \([39]\):

\[
s(x,y,z) \propto \exp\left(-\frac{x^2}{2\sigma_x^2} - \frac{y^2}{2\sigma_y^2} - \frac{z^2}{2\sigma_z^2}\right).
\]  

(2.27)

Figure 2.2a shows the characteristic almond-shaped overlap zone of two spherical nuclei in a non-central collision. In this case, the width in the \( x \)-direction is smaller than the width in the \( y \)-direction, \( \sigma_x < \sigma_y \). Inserting Eq. (2.27) into Eq. (2.26) and integrating over time, for a small time-step \( \delta t \) yields \([39]\):

\[
v_x = \frac{c_{sx}^2 \sigma_x^2}{\sigma_x^2} \delta t, \quad v_y = \frac{c_{sy}^2 \sigma_y^2}{\sigma_y^2} \delta t,
\]  

(2.28)

from which it is seen that \( \sigma_x < \sigma_y \) implies \( v_x > v_y \), this is illustrated by the width of the arrow in Fig. 2.2b. This particular behavior is known as elliptic flow, \( (v_2) \), due to its shape, and is one of the most important observables in heavy-ion physics.

In reality, as is discussed in Sections 4.1 and 7.1, the nucleons are randomly distributed inside the nuclei, which affects the entropy density profile. This can give rise to higher order shapes, which again gives rise to more complex velocity fields. The acceleration that the fluid elements experience in these situations are equivalent to the elliptic flow example discussed here, but does not decompose as well into \( v_x \) and \( v_y \). In the case of viscous hydrodynamics the assumption made above that the system is isentropic does not strictly hold, as the entropy increases as a function of time in viscous hydrodynamics.
Moreover, in the derivation of Eq. (2.26) it would be necessary to take into account the shear viscosity, introduced by the shear pressure tensor in Eq. (2.19). The shear viscosity causes diffusion, which dampens the final momentum-space anisotropy as compared to the ideal case. The main conclusion of Eq. (2.28) still holds though, and both elliptic and higher-order flows develop as a consequence of fluctuations in the initial entropy density profile.

As mentioned, the assumption behind the hydrodynamical approach is that the particles interact due to having a small mean free path. For ideal hydrodynamics, this mean free path is zero. Non-zero values means adding viscous effects. As long as the mean free path is very small compared to the system size, hydrodynamics is applicable. Figure 2.3 shows the two extremes. In the left plot, the mean free path is much larger than the system size and the particles move out in their original directions, interacting a little or not at all. The initial anisotropy is not observable in the final particle distributions and the system behaves like a gas. In the right plot, the mean free path is small compared to the system size, the particles interact strongly and the anisotropy is conserved. This is as above, where hydrodynamics works and anisotropic flow can develop. In a sense, this means that the measurement of anisotropic flow is also a measurement of the mean free path of the quarks in the QGP [41].

Treating the particles produced in the collisions with hydrodynamics suggests collective behavior. This means that the particles are emitted independently according to an underlying one-particle probability density function. [50]. While that may be true initially, by the time the particles have gone through hadronization and freeze-out, other correlations are also present. The most dominant of which are:

- Resonance decays: When a particle decays, the azimuthal angles of the decay products are highly correlated.
- Jets: Many particles that are highly correlated, often shows back-to-back structure with two jets shifted in azimuthal angle by $\pi$.
- Bose-Einstein correlations: Correlations between identical bosons. The azimuthal angles of these particles are also highly correlated.

In general, few-particle correlations are referred to as non-flow. These non-flow correlations are a source of bias in anisotropic flow measurements, as is shown in the next chapter.
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(a) Large mean free path, like a gas.

(b) Small mean free path, like a fluid.

Figure 2.3: Azimuthal particle distributions, $dN/d\phi$, for systems with different mean free path lengths. [41]
Part II

Anisotropic Azimuthal Flow
Chapter 3
Methods for Measuring Flow

The field of anisotropic flow analysis is characterized by experimentalists and theorists employing a large number of different methods to estimate the flow observables. This chapter presents some of the currently used methods and algorithms for estimating the flow harmonics. The main focus is on the Q-cumulants method which is the method used for this thesis. During this work it has also been improved upon. First, some other methods for measuring flow are discussed in order to motivate the introduction of the Q-cumulants. At the end of the chapter, the current challenges and the future of flow methods are discussed.

The basic principle in flow analysis is to quantify the azimuthal anisotropies via Fourier coefficients obtained through a decomposition of the measured azimuthal yields in a Fourier series:

\[
dN/d\phi \propto f(\phi) = \frac{1}{2\pi} \left[ 1 + 2 \sum_{n=1}^{\infty} v_n \cos(n[\phi - \Phi_n]) \right],
\]

where \(\Phi_n\) is the \(n\)-th order symmetry plane (or event plane), \(\phi\) is the azimuthal angle of the produced particles and the coefficient \(v_n\) is the \(n\)-th order flow harmonic. \(v_1\) is usually referred to as directed flow, \(v_2\) as elliptic flow and \(v_3\) as triangular flow. From Eq. (3.1) by using the orthogonality properties of the trigonometric functions, the coefficients can be found [51]:

\[
v_n = \langle \cos(n[\phi - \Phi_n]) \rangle,
\]

where the brackets \(\langle \ldots \rangle\) denote an average over all particles in an event.

3.1 The Event Plane Method

One of the first - and the most intuitive - method applied in flow analyzes is the event plane method, introduced by Voloshin and Zhang in Ref. [51]. First, the symmetry plane is estimated as [52]:

\[
\Psi_n = \frac{1}{n} \tan^{-1} \left( \frac{\sum_i w_i \sin(n\phi_i)}{\sum_i w_i \cos(n\phi_i)} \right),
\]

where \(w_i\) are weights to correct for e.g. \(p_T\) efficiency. Here the estimate of the symmetry plane is written as \(\Psi_n\), the reason is that this is only an estimate of the true underlying symmetry plane. Only with an infinite number of particles is the observed symmetry plane the same as the true symmetry plane: \(\Psi_n \to \Phi_n\). An inaccurate determination of \(\Phi_n\) lowers the determination of \(v_n\). It can be shown that \(v_n\) is lowered by [50]:

\[
R = \langle \cos [n(\Psi_n - \Phi_n)] \rangle,
\]
which is known as the event plane resolution. In the limit of an infinite number of particles, the resolution factor approaches unity: \( R \to 1 \). In the low resolution limit, where \( v_n/\sqrt{M} \ll 1 \), with \( M \) representing the number of particles, \( R \to kv_n \). Here \( k \) is an independent factor that scales as \( 1/\sqrt{M} \) [50].

Since \( \Phi_n \) is not known, it is necessary to estimate the resolution in Eq. (3.4) with a different approach. The two most intuitive approaches to estimating the event plane resolution both utilize the division of the particles in a single event into so-called sub-events. By dividing the particles into two sub-events with equal multiplicity and measuring \( \Psi_n \) for each of them, the event plane resolution is found to be [52]:

\[
\langle \cos [n(\Psi_n^A - \Phi_n)] \rangle = \sqrt{\langle \cos [n(\Psi_n^A - \Psi_n^B)] \rangle},
\]

(3.5)

where \( \Psi_n^A \) and \( \Psi_n^B \) denote the event plane estimate from sub-event A and B respectively. Sometimes it is not straightforward to divide the event into two equal-sized sub-events. In those cases the three-sub-event method can be utilized [52]:

\[
\langle \cos [n(\Psi_n^A - \Phi_n)] \rangle = \sqrt{\langle \cos [n(\Psi_n^A - \Psi_n^B)] \rangle - \langle \cos [n(\Psi_n^A - \Psi_n^C)] \rangle} - \langle \cos [n(\Psi_n^B - \Psi_n^C)] \rangle = \langle \cos [n(\Psi_n - \Phi_n)] \rangle,
\]

(3.6)

which is independent of sub-event multiplicity. Other methods and approximations are discussed in Ref. [52]. Taking into account the event plane resolution, the flow harmonic, \( v_n \), estimated with the event plane method is simply:

\[
v_n \{EP\} = \frac{\langle w \cos(n[\varphi - \Psi_n]) \rangle}{\langle \cos [n(\Psi_n - \Phi_n)] \rangle} \!
\]

(3.7)

To reduce bias from non-flow effects it is possible to select particles in different rapidity regions for \( \Psi_n \) and \( v_n \). This works because non-flow correlations are often highly correlated in \( \eta \) as well as \( \varphi \). In general, selecting particles from different rapidity regions is referred to as using \( \eta \)-gaps.

Although the method is very intuitive, it is not without issues. The method was developed at a time where flow fluctuations were expected to be negligible - i.e. the flow being approximately the same every event - which is now known to be wrong.

Furthermore, recent studies reveal that \( \Phi_n \) may depend on both the rapidity and momentum of the particles, see Section 4.4. If the symmetry plane of the particles of interest (POIs) is not the same as the symmetry plane of the particles used to determine \( \Psi_n \), the measurement will be biased. It may not always be straightforward to correct for this bias.

The main issue with the event plane method is best seen by introducing the flow-vector, \( Q_n \):

\[
Q_n = |Q_n|e^{in\Psi_n} = \frac{1}{M} \sum_j e^{in\varphi_j}.
\]

(3.8)

Using this notation, Eq. (3.7) can be written as [50]:

\[
v_n \{EP\} = \frac{\langle Q_n Q^*_n,A \rangle}{\langle Q_n,A \rangle} \!
\]

(3.9)

where the subscripts \( A \) and \( B \) denote different sub-events, as for \( \Psi_n \) above. In the high resolution case Eq. (3.9) becomes [50]:

\[
v_n \{EP\} \to \frac{\langle v_n \cdot 1 \rangle}{\sqrt{\langle 1^2 \rangle}} = \langle v_n \rangle,
\]

(3.10)
whereas in the low resolution case,

\[ v_n\{EP\} \rightarrow \frac{\langle v_n \cdot kv_n \rangle}{\sqrt{\langle k^2v_n^2 \rangle}} = \sqrt{\langle v_n^2 \rangle}. \]  

(3.11)

When \( v_n\{EP\} = \sqrt{\langle v_n^2 \rangle} \) it is enhanced by flow fluctuations. When \( v_n\{EP\} = \langle v_n \rangle \) it is not affected by flow fluctuations. This kind of bias is dangerous when comparing results from different experiments or models. Moving from RHIC energies to LHC energy, the increase in multiplicity yields a higher resolution. This makes comparison of event plane method results between RHIC and LHC experiments difficult. In Ref. \[50\] Luzum and Ollitrault estimate the bias to be a few percent for \( v_2 \) and as much as 10% for \( v_3 \) due to moving from a low-resolution case to a high-resolution case. In general, estimating the symmetry planes is cumbersome and comes with an unnecessary uncertainty. Since the introduction of the event plane method many other methods have been introduced that do not require symmetry plane estimation.

### 3.2 Scalar Product Method

The scalar product method was introduced as an alternative to the event plane method by providing a simpler way to calculate the flow harmonics without as many assumptions \[53\]. Compared to the event plane method, the scalar product method removes the explicit dependence on symmetry planes and effectively looks at two-particle correlations. It utilizes the notation of flow-vectors, and its simplest form is obtained by simply removing the factors of \( |Q_n| \) in Eq. \( (3.9) \) \[50\]:

\[ v_n\{SP\} = \frac{\langle Q_n \cdot Q_{n,A}^* \rangle}{\sqrt{\langle Q_{n,A} \cdot Q_{n,B}^* \rangle}}, \]  

(3.12)

where \( Q_{n,A} \) and \( Q_{n,B} \) is the flow-vector from sub-event \( A \) and \( B \), respectively, and \( Q_n \) is a differential flow-vector. The particles contributing to each vector can be chosen such that \( Q_{n,A} \) and \( Q_{n,B} \) contain many particles, thereby yielding statistically stable results. \( Q_n \) can then be chosen in a narrow range to measure, for example, the \( p_T \)- or \( \eta \)-dependence. Under the assumption that \( \Phi_n \) is the same for the particles in all three flow-vectors, Eq. \( (3.12) \) does not require any symmetry plane estimation. It should be noted, that like with the two-sub-event version of the event plane method, Eq. \( (3.12) \) requires sub-event \( A \) and \( B \) to have equal multiplicity. If two equal multiplicity sub-events cannot be made, a three sub-event method can be defined as \[50\]:

\[ v_n\{SP\} = \langle Q_nQ_{n,A}^* \rangle \sqrt{\frac{\langle Q_{n,B}Q_{n,C}^* \rangle}{\langle Q_{n,A}Q_{n,B}^* \rangle \langle Q_{n,A}Q_{n,C}^* \rangle}}, \]  

(3.13)

The scalar product method also allows for non-flow removal by introducing a rapidity-gap between the sub-events and the particles of interest. The advantage is that there is no resolution factor to create a bias. It can be shown that \( v_n\{SP\} \) yields \[54\]:

\[ v_n\{SP\} = \sqrt{\langle v_n^2 \rangle}, \]  

(3.14)

independent of any resolution factor. This property makes it directly comparable between different experiments and theoretical models.

The scalar product method is very similar to the two-particle cumulant as it is defined in the Q-cumulants method discussed in Section \[3.4\].
3.3 Cumulants

A correlation between two particles does not require collectively, e.g. the decay of an unstable particle into two particles also contains correlations. In such cases, the correlation may be from an underlying two-particle probability density function (p.d.f.) instead of the one-particle p.d.f. required for collectivity. Moreover, in the case of collectivity, all particles must have the same symmetry planes. Consequently, all two-particle methods are to some degree affected by non-flow (see Section 3.4.5 for a discussion on the non-flow bias to measurements and Section 2.4 for some of the physical sources of non-flow). As mentioned above, non-flow may be greatly reduced by introducing rapidity-gaps. However, it is not always possible to introduce gaps, and even when it is, it can be difficult to estimate how much of the non-flow is removed. This led to the development of multi-particle techniques (meaning more than two particles), which systematically suppress unwanted few-particle non-flow correlations as the number of particles in the correlator increases.

The first paper on multi-particle correlations by use of cumulants was by Borghini et al. in Ref. [55]. In this paper, the cumulants were defined in terms of the amplitude of the flow-vector, but in such a way that an interference between the harmonic of interest, \( v_n \), and higher order harmonics, \( v_{2n} \), would bias the estimate of \( v_n \). In subsequent papers by Borghini et al. [56, 57] this bias was removed. These papers introduced the formalism of generating functions.

3.3.1 Multi-Particle Azimuthal Correlations

All cumulant methods used for flow analysis follows the same general formalism. In the following, the single-event average two- and four-particle azimuthal correlations are defined as [58]:

\[
\langle 2 \rangle \equiv \langle e^{i n (\varphi_1 - \varphi_2)} \rangle = \frac{1}{(M/2)!} \sum_{\substack{i,j=1 \atop (i \neq j)}}^{M} e^{in(\varphi_i - \varphi_j)},
\]

\[
\langle 4 \rangle \equiv \langle e^{i n (\varphi_1 + \varphi_2 - \varphi_3 - \varphi_4)} \rangle = \frac{1}{(M/4)!} \sum_{\substack{i,j,k,l=1 \atop (i \neq j \neq k \neq l)}}^{M} e^{in(\varphi_i + \varphi_j - \varphi_k - \varphi_l)},
\]

which can be generalized to six-, eight- or higher-particle correlations. The averages over all events are then [58]:

\[
\langle\langle 2 \rangle \rangle \equiv \left\langle \left\langle e^{i n (\varphi_1 - \varphi_2)} \right\rangle \right\rangle = \frac{\sum_{i=1}^{N} (w_{(2)})_i \langle 2 \rangle_i}{\sum_{i=1}^{N} (w_{(2)})_i},
\]

\[
\langle\langle 4 \rangle \rangle \equiv \left\langle \left\langle e^{i n (\varphi_1 + \varphi_2 - \varphi_3 - \varphi_4)} \right\rangle \right\rangle = \frac{\sum_{i=1}^{N} (w_{(4)})_i \langle 4 \rangle_i}{\sum_{i=1}^{N} (w_{(4)})_i},
\]

where \( w_{(2)} \) and \( w_{(4)} \) are event weights and \( \langle\langle \ldots \rangle\rangle \) is the average over all particles in each event and then an average over the events. The expectation values of these observables are [58]:

\[
E \left[ e^{i n (\varphi_1 - \varphi_2)} \right] = E \left[ e^{i n (\varphi_1)} \right] E \left[ e^{i n (\varphi_2)} \right] + E_c \left[ e^{i n (\varphi_1 - \varphi_2)} \right],
\]
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where $E_c$ is the cumulant containing the genuine correlation. For a detector with perfect acceptance the first two terms on the right-hand-side vanish when averaged over many events. For the four-particle correlator:

$$
E \left[ e^{in(\varphi_1 + \varphi_2 - \varphi_3 - \varphi_4)} \right] = E \left[ e^{in(\varphi_1 - \varphi_3)} \right] E \left[ e^{in(\varphi_2 - \varphi_3)} \right] + E \left[ e^{in(\varphi_1 - \varphi_4)} \right] E \left[ e^{in(\varphi_2 - \varphi_4)} \right] + E_c \left[ e^{in(\varphi_1 + \varphi_2 - \varphi_3 - \varphi_4)} \right], \tag{3.20}
$$

from which the cumulants can be isolated and determined by \[58\]:

$$
c_n\{2\} \equiv \langle \langle 2 \rangle \rangle, \quad (3.21)
$$

$$
c_n\{4\} \equiv \langle \langle 4 \rangle \rangle - 2\langle \langle 2 \rangle \rangle^2, \quad (3.22)
$$

using that in the absence of non-flow:

$$
\langle \langle 2 \rangle \rangle = \langle v_n^2 \rangle, \quad (3.23)
$$

$$
\langle \langle 4 \rangle \rangle = \langle v_n^4 \rangle, \quad (3.24)
$$

which are estimates of $v_n^2$ and $v_n^4$ averaged over all events. From these, the two- and four-particle cumulant estimates can be obtained through \[56\]:

$$
v_n\{2\} = \sqrt{c_n\{2\}}, \quad (3.25)
$$

$$
v_n\{4\} = 4\sqrt{-c_n\{4\}}. \quad (3.26)
$$

### 3.3.2 Generating Functions

The first attempt at using cumulant for flow estimates, defined the cumulants in terms of flow-vectors. Note that the flow-vector below is defined with a $\sqrt{M}$ prefactor instead of $M$ as in Eq. (3.8) as \[55\]:

$$
Q_n \equiv \frac{1}{\sqrt{M}} \sum_{j=1}^{M} e^{in \varphi_j}. \quad (3.27)
$$

Using this definition, the two- and four-particle cumulants were defined as \[55\]:

$$
c_n\{2\} = \langle |Q_n|^2 \rangle, \quad (3.28)
$$

$$
c_n\{4\} = \langle |Q_n|^4 \rangle - 2\langle |Q_n|^2 \rangle^2, \quad (3.29)
$$

which was susceptible to contamination from $v_{2n}$ due to autocorrelations, as the authors also noted in the series of papers.

Consequently, the improved version of the generating functions was proposed by the same authors, which did not have this contamination. One of the main advantages of using cumulants for multi-particle correlation measurements is that they only require a single loop over the particles. The brute-force approach to evaluating Eq. (3.16) requires four nested loops, which is not feasible in an event with thousands of particles due to the necessary large CPU consumption. The generating functions maintain the advantage of doing the analysis in a single loop, as well as introducing a way of correcting for non-uniform azimuthal acceptance (NUA). The main idea is to expand the following complex, real valued function \[56\]:

$$
G_n(z) \equiv \prod_{j=1}^{M} \left( 1 + \frac{z^* e^{in \varphi_j} + z e^{-in \varphi_j}}{M} \right), \quad (3.30)
$$
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in series of \((z^*)^k z^l\), where \(k, l = 0, 1, 2, ..., M\). Averaging over many events yields the generating function for the cumulants, \(C_n(z)\) [57]:

\[
\langle\langle G_n(z)\rangle\rangle = \left(1 + \frac{C_n(z)}{M}\right)^M.
\]

By expanding the generating function for the cumulants in a series of \(|z|^{2k}\), the \(2k\)-particle cumulant can be obtained [58]:

\[
C_n(z) = \frac{M}{2} \sum_{k=1}^{M/2} \frac{|z|^{2k}}{(k!)^2} c_n\{2k\}.
\]

Expanding the generating function is cumbersome, consequently it is done in practice using numerical interpolation. This need for interpolation is also the weakness of the generating functions approach, as it introduces numerical uncertainties and requires tuning of the interpolation parameters [59].

Borghini et al. also introduced the concept of differential flow, where particles from a large part of the phase-space are utilized for a reference measurement. The particles are then divided into smaller bins in e.g. \(p_T\) and the correlations with respect to the reference particles are measured. Combined with the reference flow measurement, this can be used to estimate the flow in small differential bins. This allows for statistically stable results, even in areas of the phase-space with relatively few particles that would otherwise be inaccessible to measurements. The calculations are done such that the flow in the reference particles cancel, and only the differential flow remains. This only works if the particles used for the references flow are from the same underlying p.d.f. as the particles used for the differential flow.

3.4 Q-Cumulants

The Q-cumulants were introduced by Bilandzic et al. [59] to calculate the cumulants directly and without the use of approximations by making use of Q-vectors. Unlike the original cumulants [55], the Q-cumulant method removes autocorrelations.

The method also includes removal of bias from NUA as well as the possibility to add particle weights to remove reconstruction inefficiencies. Finally, differential flow calculations with respect to a reference flow measurement are also possible. The most important equations and assumptions are outlined below - for detailed calculations, see Ref. [58]. An important note is yet another redefinition of the flow-vector in the following equations:

\[
Q_n = \sum_{j=1}^{M} e^{in\phi_j}.
\]

3.4.1 Reference Flow

The goal of this section is to determine Eqs. (3.15) to (3.18) by using only the Q-vector defined in Eq. (3.33) and the multiplicity, \(M\).

Two-Particle Reference Flow

As the two sums in Eq. (3.15) are over the same particles, it follows that it can be expressed using Q-vectors:

\[
Q_n Q_n^* = |Q_n|^2 = \sum_{i,j=1}^{M} e^{in(\varphi_i - \varphi_j)} = M + \sum_{i,j=1}^{M} e^{in(\varphi_i - \varphi_j)},
\]

28
3.4 Q-Cumulants

thus \( \langle 2 \rangle \) can be calculated with a single loop over data \([59]:\)

\[
\langle 2 \rangle = \frac{|Q_n|^2 - M}{M(M-1)}. \tag{3.35}
\]

The next step is to average \( \langle 2 \rangle \) over \( N \) events. To minimize effects from multiplicity fluctuations, the following choice of event-weight is chosen for the two-particle reference correlator \([59]:\)

\[
w_{\langle 2 \rangle} \equiv M(M-1). \tag{3.36}
\]

This is the number of different particle combinations available. If different weights are chosen and the event-by-event multiplicity fluctuations are sufficiently large, there is a risk of the correlators being biased towards higher flow values \([58]\). Computing Eq. (3.35) and using Eqs. (3.17), (3.21) and (3.25) then yields the reference two-particle cumulant \( v_n\{2\} \):

\[
\langle \langle 2 \rangle \rangle \equiv \left\langle \left\langle e^{i\varphi_1 - \varphi_2} \right\rangle \right\rangle = \frac{\sum_{i=1}^{N} (w_{\langle 2 \rangle})_i \langle 2 \rangle_i}{\sum_{i=1}^{N} (w_{\langle 2 \rangle})_i}, \tag{3.17}
\]

\[
v_n\{2\} = \sqrt{\langle \langle 2 \rangle \rangle}. \tag{3.37}
\]

Four-Particle Reference Flow

The four-particle equations are in general more complicated than the two-particle equations, but the principle is the same. The starting point is the same as before:

\[
|Q_n|^4 = Q_n Q_n Q_n Q_n^* = \sum_{i,j,k,l=1}^{M} e^{i(n_1 + n_2 - n_3 - n_4)}, \tag{3.38}
\]

the combinatorics in this case are a lot more complicated than before, and going from \( \sum_{i,j,k,l=1}^{M} \) to \( \sum_{i,j,k,l=1,i\neq j \neq k \neq l}^{M} \) is not trivial. It can be shown analytically that \([59]:\)

\[
\langle 4 \rangle = \frac{|Q_n|^4 + |Q_{2n}|^2 - 2 \cdot \text{Re}[Q_{2n} Q_n^* Q_n]}{M(M-1)(M-2)(M-3)} - \frac{2(M-2) \cdot |Q_n|^2 - M(M-3)}{M(M-1)(M-2)(M-3)}. \tag{3.39}
\]

The event weight \( w_{\langle 4 \rangle} \) is again defined to minimize effects from multiplicity fluctuations \([59]:\)

\[
w_{\langle 4 \rangle} \equiv M(M-1)(M-2)(M-3). \tag{3.40}
\]

The four-particle cumulant \( v_n\{4\} \) result is then obtained by using Eqs. (3.17), (3.18), (3.22) and (3.26):

\[
\langle \langle 4 \rangle \rangle \equiv \left\langle \left\langle e^{i(n_1 + n_2 - n_3 - n_4)} \right\rangle \right\rangle = \frac{\sum_{i=1}^{N} (w_{\langle 4 \rangle})_i \langle 4 \rangle_i}{\sum_{i=1}^{N} (w_{\langle 4 \rangle})_i}, \tag{3.18}
\]

\[
v_n\{4\} = \sqrt{\langle \langle 4 \rangle \rangle + 2\langle 2 \rangle^2}. \tag{3.41}
\]
3.4.2 Differential Flow

The differential flow is calculated in narrow bins of the observable of interest, e.g. in $p_T$ or $\eta$. In this case, the initial reference flow measurement is just a tool to get statistically stable results, when measuring in narrow regions of phase-space where only very few particles are present. In general, differential quantities are denoted with a prime ($'$). It is necessary to keep track of which particles are used for the reference flow measurement and which are used for the differential measurement. All particles used for the reference flow are marked as reference particles (RPs). There are $M$ reference particles each event. Particles used for the differential flow are marked as particles of interest (POIs). There are $m_p$ POIs in an event. It is possible to have an overlap between the RPs and the POIs, i.e. a particle can be marked as both POI and RP. In general there are $m_q$ of these particles in an event. It is necessary to keep track of these, as they are used to remove autocorrelations. The two- and four-particle correlators for differential flow (also called the reduced two- and four-particle correlations) are then:

\[
\langle 2' \rangle \equiv \left\langle e^{in(\psi_1 - \varphi_2)} \right\rangle = \frac{1}{m_p M - m_q} \sum_{i=1}^{m_p} \sum_{j \neq i}^{M} e^{in(\psi_i - \varphi_j)},
\]

(3.42)

\[
\langle 4' \rangle \equiv \left\langle e^{in(\psi_1 + \varphi_2 - \varphi_3 - \varphi_4)} \right\rangle = \frac{1}{(m_p M - 3m_q)(M - 1)(M - 2)} \sum_{i=1}^{m_p} \sum_{j,k,l \neq i}^{M} e^{in(\psi_i + \varphi_j - \varphi_k - \varphi_l)},
\]

(3.43)

where $\psi_i$ denotes the azimuthal angle of the $i$'th POI.

These calculations can be made simpler by introducing the $p$- and $q$-vectors:

\[
p_n \equiv \sum_{j=1}^{m_p} e^{in\psi_j},
\]

(3.44)

\[
q_n \equiv \sum_{j=1}^{m_q} e^{in\psi_j},
\]

(3.45)

where the sum in $p_n$ is over all POIs and the sum in $q_n$ is over those POIs that are also RPs.

**Two-Particle Differential Flow**

Using $p$- and $q$-vectors in can be shown that Eq. (3.42) can be expressed as [59]:

\[
\langle 2' \rangle = \frac{p_n Q_n}{m_p M - m_q} - m_q.
\]

(3.46)

And, as for the reference flow, it can be averaged over $N$ events to:

\[
\langle \langle 2' \rangle \rangle = \frac{\sum_{i=1}^{N} (w(2'))_i \langle 2' \rangle_i}{\sum_{i=1}^{N} (w(2'))_i},
\]

(3.47)

where the event weight $w(2')$ is defined as:

\[
w(2') \equiv m_p M - m_q.
\]

(3.48)
The second order differential Q-cumulant is then:

\[ d_n\{2\} = \langle (2') \rangle. \] (3.49)

And finally, since \( \langle e^{in(\psi-\varphi)} \rangle = v'_n v_n \), where \( v' \) is the differential flow and \( v \) is the reference flow, the flow estimate using the differential two-particle cumulant is [58]:

\[ v'_n\{2\} = \frac{d_n\{2\}}{\sqrt{c_n\{2\}}} = \frac{\langle v'_n v_n \rangle}{\sqrt{\langle v_n^2 \rangle}}, \] (3.50)

which in the ideal case with no fluctuation (\( \langle v_n^2 \rangle = \langle v_n \rangle^2 \)) reduces to \( v'_n\{2\} = \langle v'_n \rangle \).

### Four-Particle Differential Flow

The reduced four-particle cumulant can be written in a similar form:

\[
\langle 4' \rangle = \frac{p_n Q_n Q_n^* Q_n^* - q_{2n} Q_n Q_n^* Q_{2n} - 2 \cdot M p_n Q_n^* - 2 \cdot m_q |Q_n|^2}{(m_p M - 3m_q)(M - 1)(M - 2)}. \] (3.51)

This is averaged over \( N \) events to:

\[
\langle \langle 4' \rangle \rangle = \frac{\sum_{i=1}^{N}(w_{(4')i} \langle 4' \rangle_i)}{\sum_{i=1}^{N}(w_{(4')i})}, \] (3.52)

where the event weight is defined as:

\[
w_{(4')} \equiv (m_p M - 3m_q)(M - 1)(M - 2). \] (3.53)

The fourth order differential Q-cumulant is obtained as:

\[ d_n\{4\} = \langle \langle 4' \rangle \rangle - 2 \cdot \langle \langle 2' \rangle \rangle \langle \langle 2 \rangle \rangle. \] (3.54)

Using \( \langle e^{in(\psi+\varphi_1-\varphi_2-\varphi_3)} \rangle = v'_n v_n^3 \) the final result for the four-particle differential cumulant is then [58]:

\[ v'_n\{4\} = - \frac{d_n\{4\}}{\langle c_n\{4\}\rangle} = \frac{-\langle v'_n v^3 \rangle + 2 \langle v^3 \rangle \langle v'v \rangle}{\langle v_n^4 \rangle^{3/4}}, \] (3.55)

which, when there are no fluctuations, reduces to \( v'_n\{4\} = \langle v'_n \rangle \). Section [3.4.4] covers how this changes when flow fluctuations are present.

### 3.4.3 Rapidity-Gaps

The two-particle cumulant equations presented above are subject to bias from non-flow correlations. It is the same bias that is present when using the scalar product method or the event plane method. These few-particles correlations can be reduced by introducing rapidity-gaps between the flow-vectors. When introducing a rapidity-gap, Eq. (3.50) becomes:

\[ v'_n\{2, |\Delta \eta| > x \} = \frac{\langle v'_n v_n C \rangle}{\sqrt{\langle v_n A v_n B \rangle}}, \] (3.56)
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where there is a rapidity gap between the two reference flows, \( v_{n,A} \) and \( v_{n,B} \). In addition, there is a rapidity-gap between \( v'_{n} \) and \( v_{n,C} \). The value \( x \) states the smallest of the rapidity-gaps in units of \( \eta \). The particles used for \( v_{n,C} \) may overlap with (or equal) \( v_{n,A} \) or \( v_{n,B} \). Furthermore, in order to get \( \langle v' \rangle \), the reference flows must cancel: \( v_{n,A} = v_{n,B} = v_{n,C} \), even though they are selected from different regions, in order to satisfy (ignoring flow fluctuations):

\[
v'_{n} \{2, |\Delta \eta| > x \} = \frac{\langle v'_{n} v_{n,C} \rangle}{\sqrt{\langle v_{n,A} v_{n,B} \rangle}} = \frac{\langle v'_{n} v_{n} \rangle}{\sqrt{\langle v'_{n} \rangle}} = \langle v'_{n} \rangle. \tag{3.57}
\]

Equation (3.46) for the differential cumulant, \( d_{n}\{2\} \), is unchanged in the rapidity-gap version, although \( m_{q} \) must be 0 due to no overlap between RPs and POIs. However, in Eq. (3.21) for the reference cumulant, \( c_{n}\{2, |\Delta \eta| > x \} \), there are now two Q-vectors, \( Q_{n,A} \) and \( Q_{n,B} \), which requires a rewrite of Eq. (3.35) to:

\[
(2) = \frac{Q_{n,A} Q_{n,B}^{*}}{M_{A} M_{B}}. \tag{3.58}
\]

and the event weights are similarly changed to \( w(2) = M_{A} M_{B} \).

It is not always feasible to choose the reference particles such that \( v_{n,A} = v_{n,B} \), in such cases a differential two-particle cumulant with three sub-events may be an alternative [50]:

\[
v'_{n} \{2, |\Delta \eta| > x \} = \sqrt{\frac{d_{n,A}\{2, |\Delta \eta| > x \} \cdot d_{n,B}\{2, |\Delta \eta| > x \}}{c_{n}\{2, |\Delta \eta| > x \}}} = \sqrt{\frac{\langle v'_{n} v_{n,A} \rangle \langle v'_{n} v_{n,B} \rangle}{\langle v_{n,A} v_{n,B} \rangle}}, \tag{3.59}
\]

in this case there must be a rapidity gap of at least \( x \) units of rapidity between all of \( v'_{n} \), \( v_{n,A} \) and \( v_{n,B} \). The denominator is estimated using Eq. (3.58). Furthermore, there are two independent differential cumulants: \( d_{n,A}\{2, |\Delta \eta| > x \} \) and \( d_{n,B}\{2, |\Delta \eta| > x \} \). The differential cumulants are estimated using Eq. (3.49) with RPs from \( v_{n,A} \) and \( v_{n,B} \) respectively.

It is worth noticing that using Eq. (3.58) for the reference flow makes \( v'_{n}\{2\} \) identical to the scalar-product method defined in Eq. (3.12). Furthermore, Eq. (3.59) is very similar to Eq. (3.13).

3.4.4 Selection Criteria and Fluctuations

The original event plane method was derived under the assumption that flow fluctuations are negligible. It is now known that this assumption does not hold. Consequently there have been several studies on how fluctuations bias the measurements [50, 54]. However, for this work the bias was studied for differential flow. The findings were published in Ref. [60]. An overview of the findings is presented here, with more detailed calculations given in Appendix A.

It has previously been shown (for a detailed derivation see Appendix A in Ref. [58]) that the reference two-particle cumulant is enhanced by flow fluctuations, while the reference four-particle cumulant is suppressed by flow fluctuations. The reference two- and four-particle cumulant estimates, \( v_{n}\{2\} \) and \( v_{n}\{4\} \), are:

\[
v_{n}\{2\} = \langle v_{n}^{2} \rangle^{1/2} \approx \langle v_{n} \rangle + \frac{1}{2} \frac{\sigma_{v_{n}}^{2}}{\langle v_{n} \rangle}, \tag{3.60}
\]

\[
v_{n}\{4\} \equiv \left( -\langle v_{n}^{4} \rangle + 2\langle v_{n}^{2} \rangle^{2} \right)^{1/4} \approx \langle v_{n} \rangle - \frac{1}{2} \frac{\sigma_{v_{n}}^{2}}{\langle v_{n} \rangle}, \tag{3.61}
\]

where \( \langle v_{n} \rangle \) is the mean value of the flow harmonic of interest and \( \sigma_{v_{n}} \) the variance of the average. In the last equation it is assumed that \( \sigma_{v_{n}} \ll \langle v_{n} \rangle \). However, in the more generally applied case, where the reference flow is used to obtain a differential flow, the situation becomes more complicated.
**Fluctuations and \( v'_n \{2\} \)**

The differential two-particle cumulant estimate, \( v'_n \{2\} \), is obtained using Eq. \( (3.50) \). By using \( \langle v'_n v_n \rangle = \langle v'_n \rangle \langle v_n \rangle + \rho \sigma_{v'_n} \sigma_{v_n} \), where \( \rho \) is the correlation coefficient between the reference flow and the differential flow and is by definition in the range \([-1, 1]\). Here \( \rho = 1 \) when \( v_n \) and \( v'_n \) are perfectly correlated, \( \rho = 0 \) when they are uncorrelated, and \( \rho = -1 \) when they are anti-correlated. Using the assumption \( \sigma_{v'_n}/\langle v_n \rangle^2 \ll 1 \):

\[
v'_n \{2\} \approx \langle v'_n \rangle \left( 1 + \rho \frac{\sigma_{v'_n} \sigma_{v_n}}{\langle v'_n \rangle \langle v_n \rangle} - \frac{1}{2} \frac{\sigma_{v_n}^2}{\langle v_n \rangle^2} \right),
\]

(3.62)

from which it is seen that \( v'_n \{2\} \) can be suppressed by flow fluctuations.

**Fluctuations and \( v'_n \{4\} \)**

The differential four-particle cumulant estimate, \( v'_n \{4\} \), is obtained as in Eq. \( (3.55) \). Using Eq. \( (3.61) \) and using that for the variance, \( \text{Var} [f(x)] \approx (f'(E[x]))^2 \text{Var}[x] \):

\[
v'_n \{4\} \approx \langle v'_n \rangle \left( 1 - \rho \frac{\sigma_{v'_n} \sigma_{v_n}}{\langle v'_n \rangle \langle v_n \rangle} + \frac{1}{2} \frac{\sigma_{v_n}^2}{\langle v_n \rangle^2} \right).
\]

(3.63)

This is very similar to Eq. \( (3.62) \). Once again it is clear that the bias to the differential flow may not be the same as for the reference flow, an enhancement or a suppression is possible for both the two- and four-particle differential cumulants. Three specific cases are explored in more detail below.

**Specific Cases:**

\( v'_n \) and \( v_n \) are perfectly correlated \((\rho = 1)\) and \( \sigma_{v'_n}/\langle v'_n \rangle = \sigma_{v_n}/\langle v_n \rangle \). For this case, RPs and POIs can have a full overlap, but it is not required. Eq. \( (3.62) \) can be written as:

\[
v'_n \{2\} \approx \langle v'_n \rangle \left( 1 + \frac{\sigma_{v'_n}^2}{\langle v'_n \rangle^2} - \frac{1}{2} \frac{\sigma_{v'_n}^2}{\langle v'_n \rangle^2} \right) = \langle v'_n \rangle \left( 1 + \frac{1}{2} \frac{\sigma_{v'_n}^2}{\langle v'_n \rangle^2} \right).
\]

(3.64)

This case reduces to the regular case where the two-particle cumulant is systematically enhanced by flow fluctuations, just as for the reference flow. Since \( v'_n \{4\} \) simply has opposite signs on the fluctuation terms (Eq. \( (3.63) \)), it follows that in this case it is suppressed:

\[
v'_n \{4\} \approx \langle v'_n \rangle \left( 1 - \frac{\sigma_{v'_n}^2}{\langle v'_n \rangle^2} + \frac{1}{2} \frac{\sigma_{v'_n}^2}{\langle v'_n \rangle^2} \right) = \langle v'_n \rangle \left( 1 - \frac{1}{2} \frac{\sigma_{v'_n}^2}{\langle v'_n \rangle^2} \right).
\]

(3.65)

The same as what is found for the reference flow.

\( v'_n \) and \( v_n \) are uncorrelated \((\rho = 0)\). In reality this covers a case where the RPs and POIs are chosen from two groups of particles that do not overlap and do not contain the same underlying correlations. For this case \( \rho = 0 \) and Eq. \( (3.62) \) trivially turns into:

\[
v'_n \{2\} \approx \langle v'_n \rangle \left( 1 - \frac{1}{2} \frac{\sigma_{v'_n}^2}{\langle v'_n \rangle^2} \right).
\]

(3.66)

This means the differential two-particle cumulant is systematically suppressed by the flow fluctuations in the reference flow, and that the four-particle differential cumulant is systematically enhanced.

\[
v'_n \{4\} \approx \langle v'_n \rangle \left( 1 + \frac{1}{2} \frac{\sigma_{v'_n}^2}{\langle v'_n \rangle^2} \right).
\]

(3.67)
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Fluctuations from the POIs do not play any role.

\( v'_n \) and \( v_n \) are correlated, but the relative fluctuations are different. Once again the RPs and POIs may have a full overlap, but it is not required. In this case it is assumed that \( \rho \approx 1 \), leading to:

\[
\langle v'_n \rangle \{2\} \approx \langle v'_n \rangle \left( 1 + \frac{\sigma_{v'_n} \sigma_{v_n}}{\langle v'_n \rangle \langle v_n \rangle} - \frac{1}{2} \left( \frac{\sigma_{v'_n}^2}{\langle v_n \rangle} \right) \right),
\]

and the observed bias for the two-particle (four-particle) differential cumulant is an enhancement (suppression) as long as \( 2 \frac{\sigma_{v'_n}^2}{\langle v_n \rangle} > \frac{\sigma_{v_n}^2}{\langle v_n \rangle} \). In general the bias observed in the differential flow is influenced by the fluctuations in the reference flow.

To illustrate the different cases a simulation of \( 10^6 \) events with 10000 RPs and 1000 POIs is run. The results are shown in Fig. 3.1 with input values, \( v_2 = 0.1 \) and \( \sigma_{v_2} = 0.01 \). In the figure, Gaussian fluctuations are used, but other fluctuations, e.g. uniform fluctuations, would yield similar results. The gray lines indicate the reference flow of \( v_2 \{2\} \) and \( v_2 \{4\} \), calculated with Eqs. (3.60) and (3.61) respectively, showing the usual enhancement and suppression. The first two data-points are from a simulation illustrating the first case above, where the POIs and RPs are perfectly correlated and share the same relative fluctuations. The dotted lines are calculated using Eq. (3.64) for \( v'_2 \{2\} \) and the corresponding equation for \( v'_2 \{4\} \). For the next two data-points the POIs and RPs are chosen with independent fluctuations and no overlap. In this case \( v'_2 \{2\} \) and \( v'_2 \{4\} \) are swapped, as expected from Eqs. (3.66) and (3.67). The last six points show cases where the relative fluctuations in the POIs differ from those in the RPs. This can cause the usual enhancement and suppression to be larger, swapped or even be removed completely.
depending on how the relative fluctuations are chosen. In the example simulations shown here, RPs and POIs do not overlap. For the case where $\sigma_{v_n} = 0.25 \sigma_{v_n}$, Eqs. (3.62) and (3.63) yields:

$$v_n'(2) = \langle v_n' \rangle \left( 1 - \frac{1}{4} \sigma_{v_n}^2 \right), \quad v_n'(4) = \langle v_n' \rangle \left( 1 + \frac{1}{4} \sigma_{v_n}^2 \right).$$

(3.69)

For $\sigma_{v_n} = 0.5 \sigma_{v_n}$, Eqs. (3.62) and (3.63) yields:

$$v_n'(2) = v_n'(4) = \langle v_n' \rangle,$$

(3.70)

and finally for $\sigma_{v_n} = 2 \sigma_{v_n}$:

$$v_n'(2) = \langle v_n' \rangle \left( 1 + \frac{3}{2} \sigma_{v_n}^2 \right), \quad v_n'(4) = \langle v_n' \rangle \left( 1 - \frac{3}{2} \sigma_{v_n}^2 \right).$$

(3.71)

It is tempting to use Eqs. (3.60) and (3.61) to estimate the magnitude of the flow fluctuations. However, when doing differential flow analysis with cumulants it is clear from Eqs. (3.62) and (3.63) that it may not be feasible. In fact, any analysis using differential flow should be very careful to describe the choice of RPs and POIs in great detail, such that comparison between different experiments and theoretical models is not biased by mixing two or more of the cases shown in Fig. 3.1 and described above. The potential bias can easily be tested by using different regions for several reference measurements. Then, if the differential measurement changes with the different reference regions, it is possible that a bias from the particle selection is present.

3.4.5 Non-Flow

Non-flow is an important source of bias to any two-particle flow measurement. The main sources for non-flow are described in Section 2.4. Therefore its effect on various flow methods has previously been studied, e.g. in Ref. [54]. In Ref. [58] it is shown that $c_n(2)$ receives a bias from non-flow that scales as $\delta_n \propto 1/M$. Whereas $c_n(4)$ gets a contribution proportional to $1/M^3$, which is essentially negligible. Although jets and other many-particle correlations may also bias the four-particle results, it is considered to be negligible. When removing non-flow from the two-particle cumulant, the usual approach is to do it by:

$$v_n(2)^{nf-corr} = \sqrt{v_n^2(2)_{obs} - \delta_n},$$

(3.72)

where $v_n^2(2)_{obs}$ is the measured value of the two-particle cumulant and $v_n^2(2)^{nf-corr}$ is the non-flow corrected value. As with the fluctuations, the calculation has only been done for the reference flow. Below the bias to the two-particle differential flow is studied. The case of differential flow is clearly more complicated as non-flow can be partially removed by not having (or at least minimizing) the overlap between RPs and POIs. Equation (3.72) was obtained assuming that all particles are counted twice. In these calculation a more general case is considered for both the reference and differential flow.

Reference Flow

As mentioned above, the Q-cumulants are based on the use of the flow-vector, Eq. (3.33). To estimate the effect of few-particle correlations, the flow-vector is modified to assume that each particle, $j$, is counted $k_j$ times. In reality the non-flow correlations will likely have a small difference in $\varphi$-angle, but that is neglected in these calculations. The modified flow-vector is then:

$$Q_n = \sum_j k_j e^{i n \varphi_j}.$$

(3.73)
With this, a number of additional multiplicities become relevant, namely the number of particles that are counted \( k \) times, which is denoted as \( M_k \). This means that \( M_1 \) particles are counted once, \( M_2 \) particles are counted twice, and so on. The total multiplicity is then:

\[
M_{\text{tot}} = \sum_{k=1} k \cdot M_k.
\]  

(3.74)

Using combinatorics:

\[
E \left[ |Q_n|^2 \right] = v_n^2 \left( \sum_k kM_k (M_{\text{tot}} - k) \right) + \sum_k k^2 M_k,
\]  

(3.75)

\[
\langle 2 \rangle = \frac{v_n^2 \left( \sum_k kM_k (M_{\text{tot}} - k) \right) + \sum_k k^2 M_k - M_{\text{tot}}}{M_{\text{tot}}(M_{\text{tot}} - 1)}
\]

\[
= \frac{v_n^2 \left( \sum_k kM_k (M_{\text{tot}} - k) \right) + \sum_k kM_k (k-1)}{M_{\text{tot}}(M_{\text{tot}} - 1)}.
\]  

(3.76)

while this expression is not directly useful from an experimental viewpoint, it does show where the \( \delta_n \propto 1/M \) scaling comes from. In the limit of \( M_{\text{tot}} \gg k \) Eq. (3.76) reduces to:

\[
\langle 2 \rangle \approx \frac{v_n^2 M_{\text{tot}}^2}{M_{\text{tot}}^2} + \frac{\sum_k kM_k (k-1)}{M_{\text{tot}}^2} = v_n^2 + \frac{\sum_k kM_k (k-1)}{M_{\text{tot}}^2},
\]  

(3.77)

which in the case where all particles are counted twice yields the same results as was found in [58] (where a case where each particle was counted \( k \) times was also studied). This shows that the reference flow is biased in such a way that applying Eq. (3.72) will remove the non-flow contribution properly, assuming \( \delta_n \) is correctly determined. Determination of \( \delta_n \) is discussed in Chapter 8.

**Differential Flow**

The differential flow using two-particle cumulants is given by Eq. (3.50), where the bias to the denominator is described above. Focus in this section is therefore on the numerator. There are two flow-vectors associated with the differential flow, as given by Eqs. (3.44) and (3.45). To simplify the calculations, the particles are chosen such that all POIs are also RPs (but not all RPs are POIs), i.e. \( m_q = m_p \) and \( q_n = p_n \). To estimate non-flow effects, RPs can still be counted \( k \) times, but each RP can then be counted as a POI \( k_{p,j} \) times, where \( k_{p,j} \leq j \). The flow-vectors are then:

\[
p_n = \sum_{j=1} k_{p,j} e^{\text{inv}_j} = q_n.
\]  

(3.78)

The multiplicities must fulfill:

\[
m_{p,\text{tot}} = \sum_{k_p=1} k_p \cdot m_{p,k}.
\]  

(3.79)

As before, \( m_{p,1} \) are the particles counted once \( (k_p = 1) \) in the differential flow, \( m_{p,2} \) are the particles counted twice \( (k_p = 2) \) in the differential flow, and so on. Using Eq. (3.46) yields:

\[
E [p_n Q_n^r] = v_n' v_n \left( \sum_k k_p m_{p,k} (M_{\text{tot}} - k) \right) + \sum_k k k_p m_{p,k},
\]  

(3.80)

\[
\langle 2' \rangle = \frac{v_n' v_n \left( \sum_k k_p m_{p,k} (M_{\text{tot}} - k) \right) + \sum_k k k_p m_{p,k} - m_{p,\text{tot}}}{m_{p,\text{tot}}(M_{\text{tot}} - 1)}
\]

\[
= \frac{v_n' v_n \left( \sum_k k_p m_{p,k} (M_{\text{tot}} - k) \right) + \sum_k k_p m_p (k-1)}{m_{p,\text{tot}}(M_{\text{tot}} - 1)},
\]  

(3.82)
in the limit of \( M_{\text{tot}} \ll k \) this can be approximated as:

\[
\langle 2' \rangle \approx \frac{v_{n}^{'}v_{n}m_{p,\text{tot}}M_{\text{tot}}}{m_{p,\text{tot}}M_{\text{tot}}} + \sum_{k} \frac{k}{m_{p,\text{tot}}M_{\text{tot}}} = v_{n}^{'}v_{n} + \sum_{k} \frac{k}{m_{p,\text{tot}}M_{\text{tot}}}.
\]  

(3.83)

Denoting the non-flow contribution to the differential flow as \( \delta_{n}^{'} \) the total bias to the observed two-particle differential cumulant is:

\[
v_{n}^{'}\{2\}^{\text{obs}} = \langle v_{n}^{'}v_{n} \rangle + \delta_{n}^{'} = \sqrt{\langle v_{n}^{2} \rangle + \delta_{n}^{'}},
\]  

(3.84)

Thus, the differential flow and reference flow need to be corrected individually:

\[
v_{n}^{'}\{2\}^{n_{f}-\text{corr}} = \frac{d_{n}\{2\}^{\text{obs}} - \delta_{n}^{'}}{\sqrt{c_{n}\{2\}^{\text{obs}} - \delta_{n}}} = \frac{d_{n}\{2\}^{n_{f}-\text{corr}}}{v_{n}\{2\}^{n_{f}-\text{corr}}}.
\]  

(3.85)

The main outcome of these calculations is that in order to efficiently remove non-flow from a differential flow measurement, it is necessary to remove the non-flow contributions from the reference flow and differential flow separately.

### 3.4.6 Non-Uniform Acceptance

The Q-cumulants are also capable of correcting for bias caused by non-uniform acceptance (NUA). Originally, the NUA correction was found by looking at the expectation value in Eq. (3.19). In this case the two single-particle terms are non-zero only when there is a NUA. Subtracting these terms from \( \langle \langle 2 \rangle \rangle \) yields a modified version of Eq. (3.21):

\[
c_{n}\{2\} = \langle \langle 2 \rangle \rangle - \langle \langle \cos n\varphi_{1} \rangle \rangle^{2} - \langle \langle \sin n\varphi_{1} \rangle \rangle^{2}.
\]  

(3.86)

Using flow-vectors, they are analytically calculated as:

\[
\langle \langle \cos n\varphi_{1} \rangle \rangle \equiv \frac{\sum_{i=1}^{N} (\Re[Q_{n}])_{i}}{\sum_{i=1}^{N} M_{i}}.
\]  

(3.87)

and

\[
\langle \langle \sin n\varphi_{1} \rangle \rangle \equiv \frac{\sum_{i=1}^{N} (\Im[Q_{n}])_{i}}{\sum_{i=1}^{N} M_{i}}.
\]  

(3.88)

Using similar arguments, the correction to the fourth order cumulant is found to be [58]:

\[
c_{n}\{4\} = \langle \langle 4 \rangle \rangle - 2\langle \langle 2 \rangle \rangle^{2} - 4 \cdot \langle \langle \cos n\varphi_{1} \rangle \rangle\langle \langle \cos n(\varphi_{1} - \varphi_{2} - \varphi_{3}) \rangle \rangle

+ 4 \cdot \langle \langle \sin n\varphi_{1} \rangle \rangle\langle \langle \sin n(\varphi_{1} - \varphi_{2} - \varphi_{3}) \rangle \rangle - \langle \langle \cos n(\varphi_{1} + \varphi_{2}) \rangle \rangle^{2} - \langle \langle \sin n(\varphi_{1} + \varphi_{2}) \rangle \rangle^{2}

+ 4 \cdot \langle \langle \cos n(\varphi_{1} + \varphi_{2}) \rangle \rangle \langle \langle \cos n\varphi_{1} \rangle \rangle^{2} - \langle \langle \sin n\varphi_{1} \rangle \rangle^{2}

+ 8 \cdot \langle \langle \cos n(\varphi_{1} - \varphi_{2}) \rangle \rangle \langle \langle \cos n\varphi_{1} \rangle \rangle^{2} + \langle \langle \sin n\varphi_{1} \rangle \rangle^{2}

+ 8 \cdot \langle \langle \sin n(\varphi_{1} + \varphi_{2}) \rangle \rangle \langle \langle \sin n\varphi_{1} \rangle \rangle\langle \langle \cos n\varphi_{1} \rangle \rangle - 6 \cdot \langle \langle \cos n\varphi_{1} \rangle \rangle^{2} + \langle \langle \sin n\varphi_{1} \rangle \rangle^{2},
\]  

(3.89)
where everything but the first two terms are to correct for bias from NUA. The additional terms are defined as:

\[
\langle \langle \cos n(\varphi_1 + \varphi_2) \rangle \rangle = \frac{\sum_{i=1}^{N} (\Re [Q_n Q_n - Q_{2n}])_i}{\sum_{i=1}^{N} M_i(M_i - 1)}, \tag{3.90}
\]

\[
\langle \langle \sin n(\varphi_1 + \varphi_2) \rangle \rangle = \frac{\sum_{i=1}^{N} (\Im [Q_n Q_n - Q_{2n}])_i}{\sum_{i=1}^{N} M_i(M_i - 1)}, \tag{3.91}
\]

\[
\langle \langle \cos n(\varphi_1 - \varphi_2 - \varphi_3) \rangle \rangle = \frac{\sum_{i=1}^{N} (\Re [Q_n Q_n^* Q_n^* - Q_n Q_{2n}^*] - 2(M - 1)\Re [Q_n^*])_i}{\sum_{i=1}^{N} M_i(M_i - 1)(M_i - 2)}, \tag{3.92}
\]

\[
\langle \langle \sin n(\varphi_1 - \varphi_2 - \varphi_3) \rangle \rangle = \frac{\sum_{i=1}^{N} (\Im [Q_n Q_n^* Q_n^* - Q_n Q_{2n}^*] - 2(M - 1)\Im [Q_n^*])_i}{\sum_{i=1}^{N} M_i(M_i - 1)(M_i - 2)}. \tag{3.93}
\]

Similarly for differential flow, the second order differential cumulant is found to be [58]:

\[
d_n\{2\} = \langle \langle 2' \rangle \rangle - \langle \langle \cos n\psi_1 \rangle \langle \langle \cos n\varphi_2 \rangle \rangle - \langle \langle \sin n\psi_1 \rangle \langle \langle \sin n\varphi_2 \rangle \rangle, \tag{3.94}
\]

where the last two terms are the added terms, which can be calculated using flow-vectors:

\[
\langle \langle \cos n\psi_1 \rangle \rangle = \frac{\sum_{i=1}^{N} (\Re [p_n])_i}{\sum_{i=1}^{N} (m_p)_i}, \tag{3.95}
\]

\[
\langle \langle \sin n\psi_1 \rangle \rangle = \frac{\sum_{i=1}^{N} (\Im [p_n])_i}{\sum_{i=1}^{N} (m_p)_i}. \tag{3.96}
\]
For the four-particle differential cumulant [58]:

\[ d_n\{4\} = \langle\langle 4'\rangle\rangle - 2 \cdot \langle\langle 2'\rangle\rangle/\langle\langle 2\rangle\rangle \]

\[-\langle\langle \cos n\psi_1\rangle\langle\cos (\psi_1 - \varphi_2 - \varphi_3)\rangle + \langle\langle \sin n\psi_1\rangle\langle\sin (\psi_1 - \varphi_2 - \varphi_3)\rangle \]

\[-\langle\langle \cos n\psi_1\rangle\langle\cos (\psi_1 - \varphi_2 - \varphi_3)\rangle + \langle\langle \sin n\varphi_1\rangle\langle\sin (\varphi_1 - \psi_1 - \varphi_3)\rangle \]

\[-2 \cdot \langle\langle \cos n\varphi_1\rangle\langle\cos (\varphi_1 + \varphi_2 - \varphi_3)\rangle - 2 \cdot \langle\langle \sin n\varphi_1\rangle\langle\sin (\psi_1 + \varphi_2 - \varphi_3)\rangle \]

\[-\langle\langle \cos n(\psi_1 + \varphi_2)\rangle\langle\cos (\varphi_1 + \varphi_2)\rangle - \langle\langle \sin n(\psi_1 + \varphi_2)\rangle\langle\sin (n(\varphi_1 + \varphi_2)) \]

\[+ 2 \cdot \langle\langle \cos n(\varphi_1 + \varphi_2)\rangle\rangle [\langle\langle \cos n\psi_1\rangle\langle\cos n\varphi_1\rangle - \langle\langle \sin n\psi_1\rangle\langle\sin n\varphi_1\rangle \]

\[+ 4 \cdot \langle\langle \cos n(\varphi_1 - \varphi_2)\rangle\rangle [\langle\langle \cos n\psi_1\rangle\langle\sin n\varphi_1\rangle + \langle\langle \sin n\psi_1\rangle\langle\cos n\varphi_1\rangle \]

\[+ 4 \cdot \langle\langle \cos n(\psi_1 - \varphi_2)\rangle\rangle [\langle\langle \cos n \varphi_1\rangle\rangle^2 + \langle\langle \sin n \varphi_1\rangle\rangle^2 \]

\[+ 6 \cdot \langle\langle \cos n \varphi_1\rangle\rangle^2 - \langle\langle \sin n \varphi_1\rangle\rangle^2 \]

\[+ 12 \cdot \langle\langle \cos n \varphi_1\rangle\rangle [\langle\langle \sin \varphi_1\rangle\rangle \langle\langle \cos n \varphi_1\rangle\rangle + \langle\langle \cos \varphi_1\rangle\rangle \langle\langle \sin \varphi_1\rangle\rangle ] \quad (3.97) \]

where everything except the first line is to correct for non-uniform azimuthal acceptance. The additional correction terms are calculated as:

\[ \langle\langle \cos n(\psi_1 + \varphi_2)\rangle\rangle = \frac{\sum_{i=1}^{N}(\Re [p_n Q_n - q_2 n])}{\sum_{i=1}^{N}(m_p M - m_q)}, \quad (3.98) \]

\[ \langle\langle \sin n(\psi_1 + \varphi_2)\rangle\rangle = \frac{\sum_{i=1}^{N}(3 \Re [p_n Q_n - q_2 n])}{\sum_{i=1}^{N}(m_p M - m_q)}, \quad (3.99) \]

\[ \langle\langle \cos n(\psi_1 + \varphi_2 - \varphi_3)\rangle\rangle = \frac{\sum_{i=1}^{N}(\Re \left[p_n \left(|Q_i|^2 - M\right)\right] - \Re \left[q_{2n} Q_n^* + m_q Q_n - 2 q_n\right])}{\sum_{i=1}^{N}(m_p M - 2 m_q)(M - 1)}, \quad (3.100) \]

\[ \langle\langle \sin n(\psi_1 + \varphi_2 - \varphi_3)\rangle\rangle = \frac{\sum_{i=1}^{N}(3 \Re \left[p_n \left(|Q_i|^2 - M\right)\right] - 3 \Re \left[q_{2n} Q_n^* + m_q Q_n - 2 q_n\right])}{\sum_{i=1}^{N}(m_p M - 2 m_q)(M - 1)}, \quad (3.101) \]

\[ \langle\langle \cos n(\psi_1 - \varphi_2 - \varphi_3)\rangle\rangle = \frac{\sum_{i=1}^{N}(\Re \left[p_n Q_n^* Q_n^* - p_n Q_{2n}^*\right] - \Re \left[2 m_q Q_n^* - 2 q_n^*\right])}{\sum_{i=1}^{N}(m_p M - 2 m_q)(M - 1)}, \quad (3.102) \]

\[ \langle\langle \sin n(\psi_1 - \varphi_2 - \varphi_3)\rangle\rangle = \frac{\sum_{i=1}^{N}(3 \Re \left[p_n Q_n^* Q_n^* - p_n Q_{2n}^*\right] - 3 \Re \left[2 m_q Q_n^* - 2 q_n^*\right])}{\sum_{i=1}^{N}(m_p M - 2 m_q)(M - 1)}, \quad (3.103) \]

### 3.4.7 Removing Cross-Harmonic Bias from Non-Uniform Acceptance

An assumption in the derivation of the NUA correction terms in [58] is that the p.d.f. is completely described by a single Fourier component. At LHC and RHIC, the first six coefficients have been measured as non-zero. A study of bias stemming from NUA-effects caused by other harmonics was first studied in [61]. Below, the same method is applied to the two-particle Q-cumulant, and a correction for bias from other harmonics is proposed. Detailed calculations are found in Appendix [3].

One of the basic assumptions used in multi-particle flow analysis is that multi-particle p.d.f.’s factorize into the products of single particle p.d.f.’s. The underlying p.d.f.’s are described by
the Fourier series:

\[ f(\varphi, \Psi) = \frac{1}{2\pi} \left( 1 + 2 \sum_n v_n \cos(n(\varphi - \Psi_n)) \right), \tag{3.104} \]

where \( \Psi = (\Psi_1, \Psi_2, ..., \Psi_n) \) is the \( n \)-dimensional symmetry plane vector, which are unknown parameters. So the expectation value evaluated in Eq. (3.17) is:

\[ \langle \langle e^{i n(\varphi_i - \varphi_j)} \rangle \rangle = \frac{1}{2\pi} \int_{\varphi_a}^{\varphi_b} d\varphi_i \int_{\varphi_a}^{\varphi_b} d\varphi_j e^{i n(\varphi_i - \varphi_j)} f(\varphi_i, \Psi) f(\varphi_j, \Psi), \tag{3.105} \]

where \( \varphi_i \) and \( \varphi_j \) are random observables. In addition, the coefficients \( v_n \) are also unknown parameters, but assumed fixed in all events, unlike \( \Psi_n \). In the case of uniform acceptance, \( \varphi_a = 0 \) and \( \varphi_b = 2\pi \). In case of a NUA, \( \varphi_a \) and \( \varphi_b \) are given by the coverage of the detector. In case the detector has more than a single non-uniform sector in azimuthal acceptance, the right side of Eq. (3.105) should be changed to a sum over the coverages. The equation assumes that factorization works, i.e., there are only flow correlations present. The product \( f(\varphi_i, \Psi) f(\varphi_j, \Psi) \) can be written as:

\[
\begin{align*}
 f(\varphi_i, \Psi) f(\varphi_j, \Psi) (4\pi^2) &= 1 + 2 \sum_n v_n \cos(n(\varphi_i - \Psi_n)) \\
 &\quad + 2 \sum_m v_m \cos(m(\varphi_j - \Psi_m)) \\
 &\quad + 4 \sum_k v_k^2 \cos(k(\varphi_i - \Psi_k)) \cos(k(\varphi_j - \Psi_k)) \\
 &\quad + 4 \sum_{j \neq l} v_j v_l \cos(j(\varphi_i - \Psi_j)) \cos(l(\varphi_j - \Psi_l)). \tag{3.106}
\end{align*}
\]

In order to evaluate Eq. (3.105) it is convenient to divide it into the following five (un-normalized) integrals:

\[
\begin{align*}
 1 &= \int_0^{2\pi} d\Psi \int_{\varphi_a}^{\varphi_b} d\varphi_i \int_{\varphi_a}^{\varphi_b} d\varphi_j e^{i n(\varphi_i - \varphi_j)} \cdot 1, \tag{3.107} \\
 2 &= \int_0^{2\pi} d\Psi \int_{\varphi_a}^{\varphi_b} d\varphi_i \int_{\varphi_a}^{\varphi_b} d\varphi_j e^{i n(\varphi_i - \varphi_j)} \cdot 2 \sum_n v_n \cos(n(\varphi_i - \Psi_n)), \tag{3.108} \\
 3 &= \int_0^{2\pi} d\Psi \int_{\varphi_a}^{\varphi_b} d\varphi_i \int_{\varphi_a}^{\varphi_b} d\varphi_j e^{i n(\varphi_i - \varphi_j)} \cdot 2 \sum_m v_m \cos(m(\varphi_j - \Psi_m)), \tag{3.109} \\
 4 &= \int_0^{2\pi} d\Psi \int_{\varphi_a}^{\varphi_b} d\varphi_i \int_{\varphi_a}^{\varphi_b} d\varphi_j e^{i n(\varphi_i - \varphi_j)} \cdot 4 \sum_k v_k^2 \cos(k(\varphi_i - \Psi_k)) \cos(k(\varphi_j - \Psi_k)), \tag{3.110} \\
 5 &= \int_0^{2\pi} d\Psi \int_{\varphi_a}^{\varphi_b} d\varphi_i \int_{\varphi_a}^{\varphi_b} d\varphi_j e^{i n(\varphi_i - \varphi_j)} \cdot 4 \sum_{j \neq l} v_j v_l \cos(j(\varphi_i - \Psi_j)) \cos(l(\varphi_j - \Psi_l)). \tag{3.111}
\end{align*}
\]

The task is then to evaluate \( 1 \)–\( 5 \), which is first done in the case of uniform acceptance and then in the case of NUA. In order to solve these equations, the orthogonality relations between
the sine and cosine functions are heavily used:

$$\int_{-\pi}^{\pi} \sin(mx) \sin(nx) dx = \pi \delta_{mn},$$  \hspace{1cm} (3.112)

$$\int_{-\pi}^{\pi} \cos(mx) \cos(nx) dx = \pi \delta_{mn},$$  \hspace{1cm} (3.113)

$$\int_{-\pi}^{\pi} \sin(mx) \cos(nx) dx = 0,$$  \hspace{1cm} (3.114)

where $\delta_{mn}$ is the Kronecker delta function.

**Uniform Acceptance**

In the case of uniform acceptance $\varphi_a = 0$ and $\varphi_b = 2\pi$. In this case $1 \cdot 3$ are trivially 0. For $4$ two cases are considered. First the case where $k = n$:

$$4a = \int_0^{2\pi} d\bar{\Psi} \int_0^{2\pi} d\varphi_i \int_0^{2\pi} d\varphi_j e^{in(\varphi_i - \varphi_j)}$$

$$\cdot 4v_n^2 \cos(n(\varphi_i - \Psi_n)) \cos(k(\varphi_j - \Psi_n)) = (2\pi)^3 v_n^2,$$  \hspace{1cm} (3.115)

which, when normalized, is equal to $v_n^2$ as expected. In the case where $k \neq n$:

$$4b \propto \int_0^{2\pi} d\varphi_i e^{in\varphi_i} \sum_k v_k^2 \cos(k(\varphi_i - \Psi_k)) \propto \int_0^{2\pi} d\varphi_i \cos(n\varphi_i) \sin(k\varphi_i) = 0,$$  \hspace{1cm} (3.117)

by making use of $\cos(x - y) = \cos(x) \cos(y) + \sin(x) \sin(y)$. Finally in $5$ using either the integral over $\varphi_i$ or $\varphi_j$ it is always possible to get proportionality to a term similar to Eq. (3.117) and so $5 = 0$ for a uniform acceptance. In conclusion, for a uniform acceptance, evaluating Eq. (3.105) yields:

$$\langle\langle e^{in(\varphi_i - \varphi_j)}\rangle\rangle = \langle v_n^2 \rangle,$$  \hspace{1cm} (3.118)

as expected.

**Non-Uniform Acceptance**

In this section a non-uniform acceptance is assumed. This means that, at least, either $\varphi_a \neq 0$ or $\varphi_b \neq 2\pi$. Both may also be true, and in case the detector used has more than one hole, it is possible to do:

$$\int_0^{2\pi} d\bar{\Psi} \int_{\varphi_a}^{\varphi_b} d\varphi_i \int_{\varphi_a}^{\varphi_b} d\varphi_j \rightarrow \sum_\alpha \left( \int_0^{2\pi} d\bar{\Psi} \int_{\varphi_{a,\alpha}}^{\varphi_{b,\alpha}} d\varphi_i \int_{\varphi_{a,\alpha}}^{\varphi_{b,\alpha}} d\varphi_j \right).$$  \hspace{1cm} (3.119)

For simplicity, the summation is not explicitly written below. In Appendix B it is shown that $2$, $3$ and $5$ are all zero, even when there is a NUA. Integral $1$, when normalized, is found to be:

$$\langle 1 \rangle_{\text{norm}} = \langle\langle \cos(n\varphi_1)\rangle\rangle\langle\langle \cos(n\varphi_2)\rangle\rangle + \langle\langle \sin(n\varphi_1)\rangle\rangle\langle\langle \sin(n\varphi_2)\rangle\rangle.$$  \hspace{1cm} (3.120)

This term is the correction derived in [58] and shown in Eq. (3.86), which only depends on $n$ (and the detector acceptance). $4$ is once again divided into two cases. The normalized results for the case where $n = k$ it is found to be:

$$\langle 4a \rangle_{\text{norm}} = v_n^2 \left( 1 + \langle\langle \cos(2n\varphi_1)\rangle\rangle\langle\langle \cos(2n\varphi_2)\rangle\rangle + \langle\langle \sin(2n\varphi_1)\rangle\rangle\langle\langle \sin(2n\varphi_2)\rangle\rangle \right),$$  \hspace{1cm} (3.121)
which shows an extra bias from terms with $2n$. The case with $n \neq k$ is where a real bias from other harmonics shows up:

$$
\begin{align*}
\text{4b)}_{\text{norm}} &= \sum_{k} v_k^2 \left( \langle \cos((k - n)\varphi_1) \rangle \langle \cos((k - n)\varphi_2) \rangle \\
&\quad + \langle \sin((k - n)\varphi_1) \rangle \langle \sin((k - n)\varphi_2) \rangle \\
&\quad + \langle \cos((k + n)\varphi_1) \rangle \langle \cos((k + n)\varphi_2) \rangle \\
&\quad + \langle \sin((k + n)\varphi_1) \rangle \langle \sin((k + n)\varphi_2) \rangle \right)
\end{align*}
$$

(3.122)

It is important to note, that the bias from other harmonics has a factor $v_k^2$ in front. This means that when $v_k > v_n$ it may contribute more to the uncorrected $v_n\{2\}$ measurement than $v_n$. In conclusion, evaluating Eq. (3.105) in the case of a NUA yields:

$$
\langle e^{in(\varphi_1 - \varphi_2)} \rangle = v_n^2 + \langle \cos(n\varphi_1) \rangle \langle \cos(n\varphi_2) \rangle + \langle \sin(n\varphi_1) \rangle \langle \sin(n\varphi_2) \rangle
$$

$$
+ v_n^2 \left[ \langle \cos(2n\varphi_1) \rangle \langle \cos(2n\varphi_2) \rangle + \langle \sin(2n\varphi_1) \rangle \langle \sin(2n\varphi_2) \rangle \right]
$$

$$
+ \sum_{k \neq n} v_k^2 \left[ \langle \cos((k - n)\varphi_1) \rangle \langle \cos((k - n)\varphi_2) \rangle \\
&\quad + \langle \sin((k - n)\varphi_1) \rangle \langle \sin((k - n)\varphi_2) \rangle \\
&\quad + \langle \cos((k + n)\varphi_1) \rangle \langle \cos((k + n)\varphi_2) \rangle \\
&\quad + \langle \sin((k + n)\varphi_1) \rangle \langle \sin((k + n)\varphi_2) \rangle \right].
$$

(3.123)

All of the above terms need to be subtracted from the measurement. This means that all the non-zero harmonics are coupled. To correct for this it is advantageous to first correct for the terms that are coming from the same harmonics:

$$
c_n^{\text{NUA} \{2\}} = \frac{\langle 2 \rangle - \langle \cos(n\varphi_1) \rangle \langle \cos(n\varphi_2) \rangle - \langle \sin(n\varphi_1) \rangle \langle \sin(n\varphi_2) \rangle}{1 + \langle \cos(2n\varphi_1) \rangle \langle \cos(2n\varphi_2) \rangle + \langle \sin(2n\varphi_1) \rangle \langle \sin(2n\varphi_2) \rangle}.
$$

(3.124)

Since the terms are coupled, an $n$-dimensional vector containing the non-zero coefficients of Eq. (3.124) is constructed. It is written as $c_n^{\text{NUA} \{2\}}$. Similarly a vector is constructed containing the fully corrected values of interest, $c_n\{2\}$, in the case of reference flow. This vector is written as $c_n\{2\}$ and:

$$
c_n(\{2\}) = \begin{pmatrix}
c_1(\{2\}) \\
c_2(\{2\}) \\
\vdots \\
c_n(\{2\})
\end{pmatrix}.
$$

(3.125)

Then:

$$
c_n^{\text{NUA} \{2\}} = \mathfrak{N} \cdot c_n\{2\} \Rightarrow c_n\{2\} = \mathfrak{N}^{-1} \cdot c_n^{\text{NUA} \{2\}},
$$

(3.126)

where $\mathfrak{N}$ is a $n \times n$ matrix containing the cross-harmonic bias terms:

$$
\mathfrak{N} = \begin{pmatrix}
1 & \text{NUA}_{1,2} & \cdots & \text{NUA}_{1,n} \\
\text{NUA}_{2,1} & 1 & \cdots & \text{NUA}_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
\text{NUA}_{n,1} & \text{NUA}_{n,2} & \cdots & 1
\end{pmatrix},
$$

(3.127)

$$
\text{NUA}_{n,m} = \frac{\langle \cos([m - n]\varphi_1) \rangle \langle \cos([m - n]\varphi_2) \rangle + \langle \sin([m - n]\varphi_1) \rangle \langle \sin([m - n]\varphi_2) \rangle}{1 + \langle \cos(2n\varphi_1) \rangle \langle \cos(2n\varphi_2) \rangle + \langle \sin(2n\varphi_1) \rangle \langle \sin(2n\varphi_2) \rangle}
$$

$$
+ \frac{\langle \cos([m + n]\varphi_1) \rangle \langle \cos([m + n]\varphi_2) \rangle + \langle \sin([m + n]\varphi_1) \rangle \langle \sin([m + n]\varphi_2) \rangle}{1 + \langle \cos(2n\varphi_1) \rangle \langle \cos(2n\varphi_2) \rangle + \langle \sin(2n\varphi_1) \rangle \langle \sin(2n\varphi_2) \rangle}.
$$

(3.128)
A toy model of the cross-harmonic bias, and how to properly correct for it using Eq. (3.126) is shown in Fig. 3.2. The figure shows an example with only elliptic and triangular flow present, with input values \( v_2 = 0.1 \) and \( v_3 = 0.02 \). A detector with acceptance from \( 0^\circ < \varphi < 60^\circ \) and \( 120^\circ < \varphi < 360^\circ \) is simulated. The black circles show the uncorrected \( v_n \{2\} \). The red circles show what happens when the standard NUA correction is applied, i.e. the correction in Eq. (3.120). For \( v_2 \) it sufficiently corrects for the bias. This is because \( v_2 \gg v_3 \) in this example. For \( v_3 \) a remaining bias of almost 50% is observed. Applying the full coupled correction method from Eq. (3.126) yields the blue circles. For \( v_2 \) there is basically no change, but for \( v_3 \) the remaining bias is removed and the measured value is now consistent with the true value.

![Toy model, reference flow. \( v_2 = 0.1, v_3 = 0.02 \)](image)

Figure 3.2: Toy model with non-uniform acceptance. It is shown that the bias to \( v_3 \) is not fully corrected using the old approach to NUA (red circles), while the new equations derived in the text (blue circles) does remove the bias.

With this, the NUA correction to the two-particle Q-cumulants also removes bias from other harmonics. In the case of very large acceptance gaps, the extracted \( v_n \) is also rescaled, which the above does not correct for. Finally, similar calculation can be done for the four-particle cumulant, but have not been completed at this time. Consequently, the results presented here for \( v_n \{4\} \) are corrected using Eq. (3.97), and thus not corrected for cross harmonic bias. However, since only results for \( v_2 \{4\} \) are presented, and \( v_2 \) is the dominant harmonic for almost all centralities, the remaining bias should be negligible. For the two-particles measurements presented here, the full correction derived above is applied.

### 3.4.8 Finite Azimuthal Segmentation

Not all detectors are tracking detectors. Some may have clusters or pads with limited azimuthal resolution. This reduces the measured \( v_n \) by a small amount \([60]\). When \( 0 < n < N/2 \), where
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![Diagram](image)

Figure 3.3: Effect on the flow harmonics $v_n^2$ for $n = 1, 2, ..., 7$ of having 20 $\varphi$-sectors. Magenta lines are input flow, red squares are observed values with 20 $\varphi$-sectors and blue circles are corrected using Eq. (3.129).

$N$ is the number of $\varphi$-sectors, the bias is approximately given by:

$$E[\langle v_n \rangle] \approx \langle v_n \rangle \cdot \frac{\sin \left( \frac{n}{N} \pi \right)}{\frac{n}{N} \pi}.$$  \hfill (3.129)

The effect is shown using a toy model in Fig. 3.3 where the effect of having an azimuthal resolution of 18° (20 $\varphi$-sectors) is shown on $v_n^2$ for $n = 1, 2, ..., 7$. In the toy model $v_7 = 0$, and consequently it is unaffected by the suppression. All other harmonics, however, are suppressed as explained by Eq. (3.129).

In a more general case, where the $n$ of the highest non-zero harmonic is larger than $N/2$, the expectation value of $\langle 2 \rangle$ is [60]:

$$E[\langle 2 \rangle] = v_n^2 \sin^2 \left( \frac{n}{N} \pi \right) + v_{N-n}^2 \sin^2 \left( \frac{(n-N)}{N} \pi \right) = E[\langle 2 \rangle_{N-n}] ,$$ \hfill (3.130)

which shows that for detectors with low segmentation there will be interference between harmonics, and the observed values will be mirrored around $v_{N/2}$.

### 3.4.9 Mixed Harmonic Correlations

Already in Ref. [58] it was suggested that the Q-cumulants framework could be expanded to multi-particle correlations in mixed harmonics. This was recently achieved in [60], where $Q$-vectors are used to calculate the average $m$-particle correlation in harmonics $n_1, n_2, \ldots, n_m$. 
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given by \[60\]:

\[
\langle m \rangle_{n_1, n_2, \ldots, n_m} \equiv \left< e^{i(n_1 \varphi_{k_1} + n_2 \varphi_{k_2} + \cdots + n_m \varphi_{k_m})} \right>
\]

\[
\sum_{\substack{k_1, k_2, \ldots, k_m = 1 \\ k_1 \neq k_2 \neq \ldots \neq k_m}} M w_{k_1} w_{k_2} \cdots w_{k_m} e^{i(n_1 \varphi_{k_1} + n_2 \varphi_{k_2} + \cdots + n_m \varphi_{k_m})}
\]

\[
\equiv \frac{\sum_{\substack{k_1, k_2, \ldots, k_m = 1 \\ k_1 \neq k_2 \neq \ldots \neq k_m}} M w_{k_1} w_{k_2} \cdots w_{k_m}}{\sum_{\substack{k_1, k_2, \ldots, k_m = 1 \\ k_1 \neq k_2 \neq \ldots \neq k_m}} M}
\tag{3.131}
\]

where \(w_k\) are particle weights that may depend on e.g. \(p_T\) or \(\varphi\). This allows for calculations of mixed harmonic correlations \[62\]:

\[
\mu(m)_{n_1, n_2, \ldots, n_m} \equiv \left< e^{i(n_1 \varphi_{1} + \cdots + n_m \varphi_{m})} \right> = v_{n_1} \cdots v_{n_m} e^{i(n_1 \Psi_{n_1} + \cdots + n_m \Psi_{n_m})},
\tag{3.132}
\]

where \(\mu\) is the mean. The inclusion of particle weights allows for corrections for \(p_T\) dependent efficiency or even cases with only partial \(\varphi\)-acceptance. It is, however, not possible to correct for holes with completely missing \(\varphi\) acceptance using these weights. In Ref. \[60\] a recursive algorithm for deriving any \(m\)-particle correlator from the \(m-1\) correlator is also presented. Since the number of distinct terms per correlator grows with \(m\) following a Bell sequence, a recursive relation is a great advantage when considering more than three- or four-particle correlators.

This improved framework for the Q-cumulants allows for access to new observables. Some of these have been dubbed the Standard candles. An example is the following generic four-particle correlation:

\[
\langle \cos(m \varphi_1 + n \varphi_2 - m \varphi_3 - n \varphi_4) \rangle,
\tag{3.133}
\]

with the constraint \(m \neq n\). The isotropic part of the corresponding four-particle cumulant is given by:

\[
\langle \cos(m \varphi_1 + n \varphi_2 - m \varphi_3 - n \varphi_4) \rangle_c = (\langle \cos(m \varphi_1 + n \varphi_2 - m \varphi_3 - n \varphi_4) \rangle
\]

\[
- \langle \cos(m \varphi_1 - \varphi_2) \rangle \langle \cos(n \varphi_1 - \varphi_2) \rangle
\]

\[
= (\langle v_m^2 \nu_n^2 \rangle - \langle v_m^2 \rangle \langle v_n^2 \rangle).
\tag{3.134}
\]

This equation tests correlations in fluctuations between \(v_m\) and \(v_n\). Only if the fluctuations in \(v_n\) are correlated (or anti-correlated) to those of \(v_m\) will Eq. \[3.134\] be non-zero. A range of these observables can also be constructed from for example three- or five-particle correlators. The hope is that measuring these mixed harmonic correlators will allow for much stronger constraints on theoretical models as they directly probe the fluctuations in the underlying p.d.f.

### 3.4.10 Symmetry Plane Fluctuations

All of the above methods, \(v_n\{EP\}, v_n\{SP\}, v_n\{2\}\) and \(v_n\{4\}\), are built around one or more reference measurements, which are used to measure \(v_n\) differentially versus e.g. \(p_T\) or \(\eta\). These approaches all have a built in assumption that \(\Psi_n\) is a global observable, independent of \(p_T\) and \(\eta\). Recent findings point to the fact that this assumption does not completely hold \[63\]. The consequence for the cumulants is that factorization breaks down, such that the results become slightly biased. Therefore it was suggested in Ref. \[64\] to apply the equations for the reference flow to the differential measurements. The idea is that instead of using Eq. \[3.50\] for a differential flow analysis, simply use Eq. \[3.25\] but choose only POIs and let that be the result. The notation for this method is \(v_n\{2\}\). While it certainly has the advantage of being insensitive to symmetry plane fluctuations - and indeed in Ref. \[64\] a small difference between \(v_n\{2\}\).
and $v_n[2](p_T)$ is found due to symmetry plane fluctuations - it also severely limits the number of particles that can be used. The introduction of differential flow, as it is defined in Eq. (3.50), was exactly to reduce issues caused by a lack of particles. Consequently, $v_n[2]$ does not seem like the final solution to the problem.

### 3.4.11 Unresolved Issues

With precision measurements becoming more and more important in heavy-ion physics, it is also increasingly important to understand the potential sources of bias to the measurements performed. Some of these biases have been studied in some detail above, and yet, there are still certain unresolved issues.

**Bias from non-flow:** It is shown in Section 3.4.5 how the non-flow contribution to the two-particle cumulant scales with the number of RPs and POIs. But since the non-flow correlations can be difficult to estimate experimentally, the equations cannot be directly utilized for an analytical correction. Currently, the best known method of correcting for non-flow is to estimate $\delta_n$ and $\delta'_n$ using either a Monte Carlo generator without collective flow or a smaller collision system, e.g. pp collisions, where no collectivity is assumed. The estimate is then subtracted from the observed value of $v_n[2]$ in heavy-ion collisions. Using correlation techniques with more particles suppresses the issue, but as they require more statistics they are not always a feasible solution.

**Bias from multiplicity fluctuations:** The event weights, $w_\langle\rangle$ are derived in [58] to minimize bias from multiplicity fluctuations. However, in the presence of non-flow they do not fully work. For example, biases show up when using the Q-cumulants on p–Pb collisions, where multiplicities are on the order of some hundred particles and there are large amounts of non-flow. These can at the moment only be removed by doing the calculations in multiplicity bins of width 1. This issue is also pointed out in Ref. [58].

**Remaining bias from NUA:** In the case of an extremely limited coverage, there is a remaining bias after correcting for NUA. This is observed both when there is only a single harmonic present and the correction derived in [58] is applied, and in the more realistic case with many non-zero harmonics where the equations derived in Section 3.4.7 are applied. Furthermore, at the time of this writing, only the two-particle cumulant can be corrected for bias from other harmonics. The optimal solution would be to find a recursive relation for the NUA correction as was done for the calculations in [60] and understand the rescaling observed in very low-acceptance detectors.

**Bias from symmetry plane fluctuations:** Recent studies indicate that $\Psi_n$ may depend on both $p_T$ and $\eta$. While the cumulants do not directly rely on $\Psi_n$, they do assume that the particles are correlated to the same symmetry planes. If the RPs are chosen over a sufficiently large range of $p_T$ or $\eta$, this assumption may be violated. The magnitude of this bias is not known for the cumulants. Calculations should be done, and different cases should be studied.

### 3.5 The Future of Flow Algorithms

Several methods for measuring $v_n$ are presented in this chapter and more can be found in the literature. The fitted q-distributions [51] and the Lee-Yang Zeroes methods [65-68] are noteworthy examples. What all of these methods have in common is that the flow is measured over many events. In some cases biases are introduced during the averaging over events. More
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importantly, with the discovery of higher order harmonics and significant flow fluctuations - all induced by initial-state fluctuations - precision measurements become increasingly important.

As collision energy goes up, so does the particle multiplicity. Increased particle multiplicity translates to increased resolution. The natural next step for flow analysis is a move to event-by-event measurements. Some methods are already being suggested. One example is the application of the spherical harmonics analysis tools used in cosmology to study the cosmic microwave background to allow for event-by-event measurements of flow in high-multiplicity events [69].

Another approach to event-by-event flow analysis, involving measuring and unfolding $P(v_n)$ distributions, has already seen published results [70]. However, new methods entail new possible biases that need to be studied. Non-flow and symmetry plane fluctuations may play an even more important role when the measurements are not averaged over many events.

In the low-multiplicity region, application of flow analysis methods to p–Pb and even pp collisions are starting to emerge. In these systems non-flow plays a much larger role. In those cases multi-particle-correlation techniques may be non-zero even in the absence of collectivity. Event-by-event measurements do not seem feasible in events with so few particles, and biases from non-flow and multiplicity fluctuations need to be studied in great detail before any conclusions are drawn.

Not only are there many ways to measure $v_n$, a lot of information can also be obtained from these measurements. The next chapter covers some of the previous flow measurements.
Chapter 4

Flow in Heavy-Ion Collisions

This chapter contains an overview of current experimental anisotropic azimuthal flow results. The first part of the chapter presents results of the flow harmonics, $v_1$ to $v_6$, and how they are interpreted. In this thesis $v_2$ to $v_4$ are measured as a function of pseudorapidity, see Chapters 8 to 10. The rest of the chapter shows recent results from analyses of event-by-event flow measurements, correlations between the flow harmonics and $p_T$- and $\eta$-dependent symmetry planes.

4.1 $v_n$ Measurements

In Section 2.4 it is shown how an initial elliptical anisotropy containing the interacting matter, caused by the overlap of two nuclei in a non-central collision, may lead to momentum anisotropies. On top of this, initial-state fluctuations from the random positions of nucleons inside the nuclei may lead to complex energy density distributions in the developing fireball. Chapter 2 discusses how the evolution of the system at early times can be described with (viscous) relativistic hydrodynamics. A direct probe of this is anisotropic azimuthal flow, which contains information on the degree of thermalization of the initial system, and is an indirect probe of the systems transport properties, such as viscosity.

As discussed in Chapter 3, in heavy-ion physics these anisotropies are quantified via Fourier coefficients obtained through a decomposition of the measured azimuthal yields in a Fourier series, see Eq. (3.1). Harmonics from $v_1$ up to and including $v_6$ (hexagonal flow) have so far been measured to be non-zero [71,72].

In this section, measurements of the anisotropic flow harmonics are presented as a function of various observables, such as $p_T$, $\eta$ and centrality, with a focus on RHIC and LHC measurements.

4.1.1 $\sqrt{s_{NN}}$-Dependence

In Fig. 4.1a the integrated elliptic flow over a large range of collision energies is shown. At the very lowest energy a positive signature is observed. This is, however, not to be confused with a sign of hydrodynamical flow. The in-plane motion is observed because when two colliding nuclei bounce off each other, at very low energies, they pull the produced particles in their respective directions, thus creating the observed $v_2$ anisotropy. For slightly larger energies and up to $\sqrt{s_{NN}} \lesssim 5$ GeV the spectator nucleons are moving slow enough to influence the produced particles via shadowing effects - effectively the opposite of the bounce-off. This causes an out-of-plane motion and the elliptic flow is observed to be negative. As the energy goes up and the spectators no longer affect the system evolution, $v_2$ becomes positive. This was first suggested as being a sign of collectivity by Ollitrault in Ref [73]. At low energies, the observed anisotropy is well described by models for a hadron gas undergoing hadronic scatterings [43], i.e. there
Figure 4.1

(a) Collision energy dependence of integrated elliptic flow in the 20–30% centrality class at mid-rapidity. At the lower energy, first a bounce-off and then a shadowing from the spectators is observed. At the highest available energies, the flow is well described by hydrodynamic models [74].

(b) Energy dependence at different pseudorapidity intervals. At forward rapidity the same scaling with $\sqrt{s_{NN}}$ is observed as at mid-rapidity. PHOBOS data from RHIC [75].

Figure 4.1

is still an anisotropy caused by the initial ellipsoidal deformation, but it is not so large as to require hydrodynamic behaviour to describe it. Only at the highest energies is a hydrodynamic transport approach necessary to describe the observed flow, see [43] and references therein. This is interpreted as a possible QGP signal due to the underlying collective behaviour associated with hydrodynamics. The increase in integrated flow from top RHIC energy to LHC energy is attributed to a larger mean $p_T$ at the LHC ($v_2$ generally increases with $p_T$) [74]. Fig. 4.1b shows the energy dependence at different rapidity intervals. The same scaling with collision energy that is shown in Fig. 4.1a at mid-rapidity is observed at forward rapidities.

4.1.2 Centrality-Dependence

Figure 4.2a shows the centrality-dependence of all moments from $v_2$ to $v_6$ at the LHC. $v_2$ is observed to have a very strong centrality dependence, while the higher harmonics show comparatively small changes with centrality. The initial rise with centrality is understood as a consequence of the ellipsoidal overlap in non-central collisions of identical nuclei. The subsequent fall is because the system becomes too small to thermalize. And indeed, for many years, only $v_2$ was seriously considered in anisotropic flow analysis (although $v_4$ and $v_6$ were also reported on, see the next subsection). In Ref. [31] it was proposed to also look at $v_3$ and other higher-order harmonics. They were predicted to be non-zero due to initial-state fluctuations. It turns out that the simple picture of the nuclear overlap suggested in Fig. 2.2b is not realistic. Models taking into account quantum fluctuations inside the nuclei predict a much more complex initial energy density profile, which fluctuates from event to event. An example of this is shown in Fig. 4.3, where the left most plot shows the initial energy density distribution in a simulated Au–Au collision. The middle and right plot shows the system after some time, with and without a small $\eta/s$. The blurring effect of the shear viscosity (see Section 2.3) is clearly seen. Such an initial distribution may cause $v_3$, $v_5$, etc. to be non-zero. As these higher-order harmonics originate from fluctuations around the ellipsoidal overlap, they are much less sensitive to the centrality of the collision, which is indeed what is observed in Fig. 4.2a.
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(a) Centrality dependence of $v_2$–$v_6$ in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV as observed by ATLAS. Adapted from [71].

(b) Fit of the event-by-event viscous hydrodynamics models IP-Glasma and MUSIC to ALICE data. A value of $\eta/s$ is extracted from the fit, see text for discussion. From [76].

Figure 4.2

Figure 4.3: Energy density distributions for an Au–Au collision with $b = 2.4$ fm. Left: initial distribution, middle: after $\tau = 6$ fm/c for ideal hydrodynamics, right: same $\tau$ but with $\eta/s = 0.16$. (3+1)D hydro from [79].

An example of how these higher harmonics can be used to measure the transport properties of the sQGP is seen in Fig. 4.2b, where event-by-event viscous hydrodynamics is used to extract a value of $\eta/s$. In Ref. [76] a value of $\eta/s = 0.2$ is found to give good agreement with the current experimental results. Typically, the values obtained are in the range of $0.07 < \eta/s < 0.43$ for LHC [77]. However, as noted in Refs. [43, 78], the hadronic stage in the modelling changes the flow values significantly. So changing parameters for the hadronic stage also affects the $\eta/s$ value in the hydrodynamic stage necessary to reproduce data. This means that obtaining a precise value for the shear viscosity to entropy density ratio in the sQGP stage depends on models being able to describe the hadronic stage accurately.

4.1.3 $p_T$-Dependence

The transverse momentum dependence of the anisotropic flow probes another aspect of the hydrodynamical picture. Generally, high-momentum particles spend less time inside the dense medium, and thus cannot be expected to reach equilibrium with the slower particles, and therefore cannot be modelled by hydrodynamics. Measuring the $p_T$-dependence and comparing with hydrodynamic models makes it possible to estimate at which $p_T$ hydrodynamics no longer pro-
provide a feasible description. Generally it is found that the hydrodynamics picture breaks down for particles with $p_T > 2$ GeV/c \[39\]. Figure 4.4a shows the $p_T$ dependence of $v_2$–$v_6$ for Pb–Pb collisions at the LHC as observed by CMS in ultra-central collisions (0.0–0.2% centrality). The reason for the initial rise with $p_T$ is described in the next section. For $p_T \approx 4$ GeV/c the anisotropies flatten and become smaller at higher $p_T$. This indicates that hydrodynamics no longer completely describes the behaviour of those particles. Another interesting observation in this measurement is that $v_3$ is the dominant harmonic. The selected collisions are so central that the ellipsoid is no longer the most significant geometric feature, and the observed elliptic flow is attributed only to geometric fluctuations. The observation that $v_3 > v_2$ for $p_T > 1$ GeV/c, $v_4 > v_2$ for $p_T > 2$ GeV/c and $v_5 > v_2$ for $p_T > 3$ GeV/c makes this measurement ideal for comparisons to models describing the initial conditions, such as Glauber and CGC-based models.

Figure 4.4b shows one of the first measurements of harmonics higher than $v_2$, reported by STAR for Au–Au collisions at $\sqrt{s_{NN}} = 200$ GeV in minimum-bias collisions. An important detail in this measurement is that $v_4$ and $v_6$ are measured with respect to the second-order symmetry plane, $\Psi_2$, suggesting that the observed values for $v_4$ and $v_6$ are also partly related to the ellipsoidal anisotropy.

### 4.1.4 Flow of Identified Particles

The flow of identified hadrons provides one of the most significant insights into the hydrodynamic origin of anisotropic azimuthal flow. Fig. 4.5a shows the elliptic flow $v_2$ of various identified hadrons in Pb–Pb collisions at the LHC. In Fig. 4.5b some of the results are compared to a CGC-based hydrodynamic model. The model correctly reproduces the observed difference in $v_2$ of the different species, an effect known as mass ordering. Mass ordering can be interpreted as a consequence of hadronization, as is shown with the following equations. It is assumed that when the hydrodynamic picture breaks down at late stages of the collision, the particles have the same momentum distributions as they had in the fluid, but they can be considered independent particles (an ideal gas basically). This is known as the Cooper-Frye freeze-out picture \[81\].

---

**Figure 4.4**

(a) $v_2$–$v_6$ in ultra-central (0.0–0.2%) Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV collisions observed by CMS \[72\]. $v_3$, $v_4$ and even $v_5$ are in some cases larger that $v_2$, suggesting a spherical overlap dominated by initial-state fluctuations.

(b) $v_2$, $v_4$ and $v_6$ in minimum-bias Au–Au collisions at $\sqrt{s_{NN}} = 200$ GeV observed by STAR \[80\]. The measurement suggests that $v_4$ and $v_6$ are correlated to the second-order symmetry plane. The dashed lines are $1.2 \cdot v_2^2$ and $1.2 \cdot v_3^2$ respectively.

---
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Furthermore it is assumed that the fluid has a zero net baryon number and that the momentum distributions follow Boltzmann statistics \[39\]:

\[
\frac{d^3N}{d^3x d^3p} = \frac{2S + 1}{(2\pi)^3} \exp\left(-\frac{E^*}{T}\right),
\]

(4.1)

where \(2S + 1\) is the number of spin degrees of freedom and \(E^*\) is the energy of the particle in the fluid rest frame. Assuming the fluid velocity is parallel to the particle velocity and that the fluid momentum in the \(z\)-direction \(p_z = 0\), the energy is \[39\]:

\[
E^* = p^\mu u_\mu = m_T u^0 = -p_T u.
\]

(4.2)

where the same notation as in Chapter 2 is used, \(u^0 = \sqrt{1 + u^2}\), and \(m_T = \sqrt{p_T^2 + m_0^2}\) is called the transverse mass. Inserting Eq. (4.2) into Eq. (4.1) and rewriting to polar coordinates using \(dp_x dp_y = p_T dp_T d\varphi\) yields \[39\]:

\[
\frac{dN}{p_T dp_T d\varphi} \propto \exp\left(-\frac{m_t u_0(\varphi) + p_T u(\varphi)}{T}\right).
\]

(4.3)

Here the idealized picture, as in Section 2.4, with the ellipsoid entropy density distribution is assumed. In that case, the fluid velocity is larger in the \(x\)-direction than in the \(y\)-direction, i.e. \(v_x > v_y\). The particle velocity can then be parametrized as \[39\]:

\[
u(\varphi) = u + 2\alpha \cos(2\varphi),
\]

(4.4)

where \(\alpha\) is a positive coefficient which depends on the magnitude of the (elliptic) flow. Using \(u^0 = \sqrt{1 + u^2}\) and expanding to first order in \(\alpha\) yields:

\[
u^0(\varphi) = u^0 + 2\nu_2 \cos(2\varphi),
\]

(4.5)

with \(\nu \equiv u / u^0\). Inserting Eqs. (4.4) and (4.5) into Eq. (4.3) and using using \(dN/d\varphi \propto 1 + 2v_2 \cos(2\varphi)\) shows how the mass ordering comes about \[39\]:

\[
v_2 = \alpha \frac{T}{p_T}(p_T - vm_T).
\]

(4.6)

Here it is important not to be confused by the different notation: \(v_2\) is the elliptic anisotropy and \(v\) is the velocity. Equation (4.6) implies that \(v_2\) scales linearly with \(p_T\) for particles with \(p_T \approx m_T\), such as pions. While heavier particles such as protons generally have a lower \(v_2\) at low \(p_T\). The \(m_T\)-scaling is often removed by plotting the flow vs. the transverse kinetic energy \(KE_T = m_T - m_0\).

The hadron mass however is only one important parameter for the final particle spectra. The quark coalescence model postulates that, at intermediate \(p_T\), hadron production proceeds through coalescence of valence quarks. This happens in a \(p_T\)-regime in which hydrodynamics alone cannot describe the system \[40\]. The model predicts that \(v_n\) of hadrons scale with the number of valence quarks, \(n_q\), i.e. \(v_n^{hadron}(p_T) = n_q v_n^{quark}\left(\frac{p_T}{n_q}\right)\). Thus, both axes are often rescaled with \(1/n_q\), this is done in Fig. 4.6. When plotted this way all the scaled \(v_2\) values of the different particle species end up on one universal curve, which is known as quark number scaling. However, recently this scaling has been shown to break for non-central events. At RHIC, deviations of up to 10\% are observed \[82\]. At the LHC deviations of up to 20\% are observed \[83\].
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(a) $v_2$ vs. $p_T$ for identified hadrons in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV as observed by ALICE [83].

(b) $v_2$ vs. $p_T$ for identified hadrons in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV compared to a hydrodynamical model [83].

Figure 4.5

Figure 4.6: $v_2/n_q$ vs. $KE_T/n_q$ in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV as observed by ALICE. $n_q$ is number of valence quarks and $KE_T$ is transverse kinetic energy [83].
This section presents previous measurements of the pseudorapidity dependence of \( v_n \) for several centrality intervals in the 2–3 GeV range from the event plane method (i.e. the EP is measured by either FCal or FCal).\(^4\) The features of the pseudorapidity dependence of \( v_n \) exhibit very little pseudorapidity dependence. This is in contrast to what was observed at \( \sqrt{s_{NN}} = 62.4 \) GeV, 130 GeV and 200 GeV. For all energies the elliptic flow exhibits a strong rapidity dependence. PHOBOS\(^5\).

4.1.5 \( \eta \)-Dependence

This section presents previous measurements of the pseudorapidity dependence of \( v_n \). They are of special importance since it is such a measurement that is reported on in this thesis. At the LHC, ATLAS\(^7\)\(^1\) (and CMS\(^8\)) has reported on \( v_2 \) to \( v_6 \) \((v_2 \text{ to } v_4)\) vs. \( \eta \) for \(|\eta| < 2.5 \) \((|\eta| < 2.4)\) respectively. As seen in Fig. 4.7, in this range all of the measured flow moments exhibit very little pseudorapidity dependence. This is in contrast to what was observed at RHIC, where PHOBOS observed an almost triangular distribution of \( v_2 \) vs. \( \eta \)\(^7\), see Fig. 4.8.

Although both STAR\(^8\) and BRAHMS\(^6\) reported a flattening around \( \eta \approx 0 \), the variation within this region is still stronger than what is observed by ATLAS and CMS.

At forward rapidity the multiplicity density becomes smaller. This corresponds to a smaller initial entropy density, which in turn means that the system undergoes the phase transition to the hadronic stage sooner. This makes it more sensitive to viscous effects in the hadronic phase\(^4\), making the understanding of flow at forward rapidities very important, as it can help to estimate flow contributions from the different stages.

Another study that is often done, when measuring the rapidity dependence of flow, is to plot the observable as it is seen in the rest frame of one of the colliding nuclei. The shift is approximated by \( \eta - \eta_{\text{beam}} \), with \( \eta_{\text{beam}} \) being the beam rapidity. In this shifted frame, many observables related to particle production are found to be independent of \( \sqrt{s_{NN}} \), an effect known as longitudinal scaling or limiting fragmentation. At RHIC this scaling was found to hold over an order of magnitude in collision energy for \( v_1, v_2 \)\(^7\), and \((dN_{ch}/d\eta)/(\langle N_{\text{part}} \rangle/2)\). More recently it was found to hold over one more order of magnitude in collision energy, all the way to the
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Figure 4.9

(a) Longitudinal scaling for $v_2$ as observed by PHOBOS from $\sqrt{s_{NN}} = 19.6$ GeV to 200 GeV [75].

(b) Longitudinal scaling for $v_1$ as observed by ALICE and STAR from $\sqrt{s_{NN}} = 62$ GeV to 2.76 TeV [88].

LHC [88,89], see Figs. 4.9 and 4.10.

Figure 4.9b is the first directed flow result presented here. While $v_2$ is motivated by the almond shaped overlap zone of the colliding nuclei and the higher harmonics from fluctuations, $v_1$ arises a bit differently. To understand how directed flow develops, it is necessary to look at the system, not in the transverse ($x, y$)-plane, but in the longitudinal ($z, x$)-plane (or ($z, y$)). This is shown in Fig. 4.11a, which is a schematic of a non-central collision just after it has happened. The two nuclei are moving away from each other. The nuclei are moving along the $z$-direction, but their centers are offset in the $x$-direction. This means that the tip of one nucleus hit the center of the other nucleus, and vice-versa. Once again the entropy density profile of the initial system has an anisotropy, and as a response to this anisotropy, the fluid elements are accelerated with a preferential direction. The response to the situation in Fig. 4.11a is shown in Fig. 4.11b, where the system for negative (positive) $z$ develops a preferred direction of negative (positive) $x$. Translated into the transverse plane where the measurement is done, it is observed as a $\cos(1(\varphi - \Psi_1))$ periodicity which is asymmetric around $\eta = 0$.

4.2 Event-by-Event Measurements

One of the very promising new developments in flow analysis is the observation of flow harmonics on an event-by-event (EbE) basis. While tried before [90], most recently ATLAS has had great success with a new method involving disentangling contamination effects from e.g. the finite number of particles and non-flow [70]. EbE measurements allow access to not just $\langle v_n \rangle$ (or an approximation thereof) like standard analyses, but makes it possible to measure the probability distribution of the flow harmonics, $P(v_n)$. Figure 4.12 shows the measured distributions for $P(v_2)$ to $P(v_4)$, with the $v_3$ and $v_4$ distributions fitted with Bessel-Gaussian functions, which have been suggested as being the underlying probability distribution function of the flow harmonics [91]. They provide a good fit for the most central events. Although recently, it has been suggested that so-called elliptic power distributions provide a better description [92].

The EbE measurement also provide an almost independent test to the initial geometry [42]. This is shown in Fig. 4.13a, where both the Glauber and MC-KLN initial conditions are found to completely describe the $v_3$ distribution, but have some issues in the tails where non-linearities in hydrodynamic effects play an important role. Similar agreements have been found using the
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Figure 4.10

(a) Initial spatial anisotropy.
(b) Momentum-space anisotropy.

Figure 4.11: \( v_1 \) anisotropy in a non-central heavy-ion collision.
IP-GLASMA initial-state model \[92\].

Finally the \(P(v_n)\) measurement allow for a direct determination of the widths of the distributions, \(\sigma_{v_n}\). These are often approximated through the difference between two- and multi-particle correlations, see Section 3.4.4 for a discussion on this method. The scaling of \(\sigma_{v_2}\) to \(\sigma_{v_4}\) with centrality is shown in Fig. 4.13b.

### 4.3 Correlations Between Fluctuations of Different Harmonics

To completely understand the underlying p.d.f., it is necessary to not only look at flow fluctuations, but also the correlations between flow fluctuations of different harmonics. As suggested recently in \[60, 93, 94\] and discussed in Section 3.4.9 a new generic framework for exact and efficient calculations of all multi-particle correlations makes it possible to construct a set of so-called standard candles. An example is the following four-particle cumulant (with \(m \neq n\)):

\[
\langle \langle \cos(m\varphi_1 + n\varphi_2 - m\varphi_3 - n\varphi_4) \rangle \rangle_c = \langle v_m^2 v_n^2 \rangle - \langle v_m^2 \rangle \langle v_n^2 \rangle,
\]

which is zero by definition if \(v_n\) and \(v_m\) are fixed or uncorrelated. Dependence on symmetry planes also cancel, which means that if the observable above is non-zero, then the EbE fluctuations of \(v_n\) and \(v_m\) must be correlated (or anti-correlated). At the moment there are no observation from experiments, but AMPT shows a correlation between \(v_2\) and \(v_4\) and an anti-correlation between \(v_2\) and \(v_3\) at both LHC and RHIC energies for non-central events, see Fig. 4.14. Utilizing a wide range of these inter-harmonic correlations, it should be possible to completely identify the underlying p.d.f.

### 4.4 Symmetry Plane Fluctuations

Another recent development in flow analyses is the suggestion of symmetry plane fluctuations \[63\, 95\]. The hypothesis is that the participant planes may depend on \(p_T\) and \(\eta\), i.e., \(\Phi_n \rightarrow \Phi_n(p_T, \eta)\). A way to understand the \(p_T\)-dependence is to look at the results shown in Section 4.1.3 where it was found that hydrodynamics only describes the low \(p_T\) particles. The high \(p_T\) particles are often associated with jet-production, which does not have to be correlated with the symmetry planes of the other particles. Consequently \(\Phi_n\) at high \(p_T\) may be jet dominated, while \(\Phi_n\) at low \(p_T\) is dominated by collective effects.

---

Figure 4.12: Probability distribution, \(P(v_2)\) to \(P(v_4)\) for various centralities. By ATLAS at \(\sqrt{s_{NN}} = 2.76\) TeV. Solid lines are Bessel-Gaussian fits to the data \[70\].
4.4 Symmetry Plane Fluctuations

(a) $P(v_n)$ comparisons to initial state models. Generally the models fail at describing the tails for $v_2$ and $v_4$, this is an indication of non-linear hydrodynamic effects.

(b) Flow fluctuations, $\sigma_{v_n}$, measurements extracted directly from the event-by-event $P(v_n)$ distributions.

Figure 4.13: ATLAS at $\sqrt{s_{NN}} = 2.76$ TeV. Adapted from [70]
Figure 4.14: Correlations between $v_2$ and $v_3$ and anti-correlations between $v_2$ and $v_3$ are observed in AMPT at both RHIC and LHC energies with various settings. These observables are among the new suggested standard candles [60].

Figure 4.15: Schematic drawing of how a torqued fireball may affect $\Phi_2$, either via a symmetric rotation (left) or randomly fluctuations along $\eta$ (right) [63].

For the $\eta$-dependence, particles produced in the forward- (backward-) directions are mainly produced from participants in the forward- (backward-)going nucleus (this is also where the observed asymmetry in p–Pb collisions comes from). In this case they could be correlated to the fluctuations in the corresponding nucleus. Since the two nuclei fluctuate independently, their symmetry plane angles may not align: $\Phi^F_2 \neq \Phi^B_2$, where $F$ ($B$) denotes the forward- (backward)-going nucleus. This creates a torqued fireball. As the system undergoes hydrodynamic evolution the collective flow is also torqued, leading to symmetry plane angles that rotate with $\eta$. A schematic drawing of such a system is shown in Fig. 4.15 where the left plot shows a system with a systematic rotation to $\Phi_2$ and the right plot shows a randomly fluctuating $\Phi_2$. It is not yet clear to what extent these torqued fireballs exist in the collisions, and the consequences may be quite important, not just for symmetry plane measurements, but also multi-particle cumulant methods. For a deeper discussion on the observables sensitivity to symmetry plane fluctuations see Section 3.4.10.

4.5 Flow in p–A and pp Collisions?

At the LHC long-range correlations (the so-called ridge) were observed in high multiplicity events in pp collisions at $\sqrt{s} = 7$ TeV by CMS [36], see Fig. 1.10. In heavy-ion collisions very similar correlations are observed, and are understood in terms of the flow harmonics. When the p–Pb
4.6 Outlook

Currently most direct $v_n$ measurements of many different hadrons and over large ranges of $p_T$ have been performed. With this analysis the flow harmonics will also have been measured over a large range in $\eta$. At the current LHC energy, most of the interesting future result will come from EbE measurements and a better understanding of the flow fluctuations. Once the new, higher energy, Pb–Pb collisions are made, new $v_n$ measurements will once again put stronger limits
on the models and help determine the shear viscosity. Similarly, at RHIC, a physics program with collisions over a wide range of energies (the energy beam scan program) as well as using different types of nuclei provide a continuous stream of new data. The results of the standard $v_n$ analyses of these collisions are very interesting.

Recently it has been suggested to classify events in terms of the magnitude of the $Q$-vector, similar to what is done with multiplicity for centrality dependent studies. This is known as event-shape engineering and it is quickly becoming an interesting and rich corner of heavy-ion physics on its own, but it is considered beyond the scope of this text. For more information on event-shape engineering see Refs. [94,99].

Another interesting development is the analysis of symmetry plane correlations [100,101]. The idea is that due to non-linearities in the hydrodynamical evolution of the system, the initial symmetry planes $\Phi_n^{\text{in}}$ may be different from the symmetry planes observed in the final particle spectra, $\Phi_n^{\text{out}}$. This difference comes about due to correlations between different symmetry planes developing in the early stages of the collision. The ATLAS collaboration recently published results showing correlations between various symmetry planes [102].
Part III

Experimental Setup
Chapter 5

The LHC and the ALICE Detector

This chapter contains an introduction to the experimental apparatus used in this thesis. The chapter starts with the CERN accelerator complex, including the LHC. The ALICE detector is then described. The focus of this chapter is on the detector technologies used and the kinematic regions covered by the sub-systems of ALICE. At the end of the chapter, plans for detectors upgrades are discussed. Signal processing is described in Chapter 6.

5.1 The CERN Accelerator Complex and the LHC

The LHC is the world’s largest accelerator. Its measures 27 km in circumference and is located roughly 100 m underground on the border between France and Switzerland. There are four main experiments located around the LHC: ALICE, ATLAS, CMS and LHCb. All four experiments have active pp and p–A programs. Out of the four, ALICE is the only dedicated heavy-ion experiment. ATLAS and CMS are general purpose experiments optimized for discovering the Higgs particle and other new particles. LHCb is focused on b-physics in the forward regions.

The entire CERN accelerator complex is shown in Fig. 5.1. The accelerator providing the collisions analyzed here is the LHC. However, it cannot, by itself, accelerate stationary particles directly to the relativistic speeds at which the collisions take place. Pre-accelerator systems are employed for lower speeds. The lead ions originate from a source of vaporized lead and enter the accelerator complex at Linac 3. From Linac 3 they enter the Low Energy Ion Ring (LEIR) and are then accelerated through LEIR, the Proton Synchrotron (PS) and the Super Proton Synchrotron (SPS) before they are injected into the LHC. Linac 3 is a linear (oneshot) accelerator, while the LEIR, PS and SPS are rings where the particles can be stored and accelerated.

The LHC is also the world’s most powerful particle accelerator. It currently holds the world record in pp and heavy-ion (Pb–Pb) collisions, at $\sqrt{s} = 8$ TeV and $\sqrt{s_{NN}} = 2.76$ TeV respectively. It is designed to collide protons up to $\sqrt{s} = 14$ TeV and lead ions up to $\sqrt{s_{NN}} = 5.52$ TeV. The difference in energy between pp and Pb–Pb collisions is due to the fact that only the 82 electrically charged protons in the Pb nuclei, out of the 208 nucleons available, feel the acceleration field of the LHC: $82/208 \cdot 14$ TeV $= 5.52$ TeV. The current plan is to collide at maximum energy in 2015 or 2016 for both pp and Pb–Pb. Finally, the LHC has also provided the experiments with proton–lead (p–Pb) collisions at $\sqrt{s_{NN}} = 5.02$ TeV.

5.2 The ALICE Detector

ALICE (A Large Ion Collider Experiment) is optimized for particle identification (PID) and low-momentum measurements. The most important detector is the Time Projection Chamber
Figure 5.1: The CERN accelerator complex. Credit: CERN.

Figure 5.2: The ALICE experiment. The inner-most detectors are shown in a larger version in the top right corner.
5.3 The Forward Multiplicity Detector (FMD)

The purpose of the FMD is to provide charged particle information in the forward and backward regions. It covers $-3.4 < \eta < -1.7$ and $1.7 < \eta < 5.0$ in pseudorapidity and has full azimuthal acceptance. A large number of radial channels provides high resolution in $\eta$, while the azimuthal segmentation provide a $\phi$-resolution good enough for flow analyzes. For this analysis the FMD is the main detector at forward pseudorapidity. The FMD consists of five rings of silicon sensors arranged in three sub-detectors: FMD1, FMD2 and FMD3. Furthermore, FMD2 and FMD3 consist of an inner and an outer ring, while FMD1 only has an inner ring. Table 5.2 shows the parameters of the FMD inner and outer rings. Figure 5.3 shows a drawing of the system, with the individual $\eta$-coverage and $z$-coordinate of the rings. The large $\eta$-coverage together with 20 or 40 azimuthal sectors makes it uniquely suited for flow analysis over a large rapidity range.

In each of the FMD channels, the deposited charge is collected and the resultant signal is...
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The Forward Multiplicity Detector

**Figure 5.3:** The Forward Multiplicity Detector.

<table>
<thead>
<tr>
<th></th>
<th>FMD1</th>
<th>FMD2</th>
<th>FMD3</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.63 &gt; η &gt; 3.68</td>
<td>Inner: z = 320 cm</td>
<td>3.68 &gt; η &gt; 1.7</td>
<td>-1.7 &gt; η &gt; -3.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inner: z = 83.4 cm</td>
<td>Inner: z = -52.8 cm</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Outer: z = 75.2 cm</td>
<td>Outer: z = -75.2 cm</td>
</tr>
</tbody>
</table>

Table 5.2: Parameters for the FMD rings. In total the FMD has 51200 channels.

<table>
<thead>
<tr>
<th></th>
<th>N&lt;sub&gt;channels&lt;/sub&gt;</th>
<th>N&lt;sub&gt;sectors&lt;/sub&gt;</th>
<th>r&lt;sub&gt;min&lt;/sub&gt;</th>
<th>r&lt;sub&gt;max&lt;/sub&gt;</th>
<th>Δφ&lt;sub&gt;sector&lt;/sub&gt;</th>
<th>N&lt;sub&gt;strips/sector&lt;/sub&gt;</th>
<th>Strip pitch</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inner ring:</td>
<td>10240</td>
<td>20</td>
<td>4.2 cm</td>
<td>17.2 cm</td>
<td>18°</td>
<td>512</td>
<td>250 µm</td>
</tr>
<tr>
<td>Outer ring:</td>
<td>10240</td>
<td>40</td>
<td>15.4 cm</td>
<td>28.4 cm</td>
<td>9°</td>
<td>256</td>
<td>500 µm</td>
</tr>
</tbody>
</table>

digitized to a 10 bit ADC value between 0 and 1023 (both included). This makes it possible to estimate, on average, how many particles have hit the FMD. This process is described in more detail in Section 6.2.

The FMD uses silicon sensors to detect the charged particles. When a charged particle traverses silicon it deposits energy in the material. The most probable value (MPV), of the energy deposited by the traversing particle is described by the Bethe-Bloch parametrization curve of charged particles ionization energy loss. Due to noise and the finite binding energy of the electrons, the distribution around this MPV is a Landau distribution convoluted with a Gaussian. [104]

Silicon itself is a semi-conductor material. Semi-conductors can be arranged in so-called pn-junctions. When using silicon for particle detection, arranging the sensors in pn-junctions has the advantage of reducing noise due to their intrinsic field. In the FMD there is also a reverse bias voltage applied to further reduce noise, by depleting the sensitive area of thermal electrons. When particles traverse the silicon sensors, they interact with the electrons in the material, exciting the electrons in the valence band. They then drift (due to the bias voltage) over the silicon. A signal is induced on strips covering the surface and can be read out and used to obtain information on how many particles hit the sensor. For a more technical description of pn-junctions in particle detectors, see e.g. Ref. [104]. Two pictures of the FMD sensors are shown in Fig. 5.4.

The charge is collected over ~ 2μs in order to shape the signal. Consequently, the FMD cannot be used as a trigger detector. Although it could provide centrality and symmetry plane determination, it is currently not used for either.

For more information on the FMD detector, electronics and read out, see Refs. [104, 105]. For more information on the signal processing see Section 6.2.

---

1 ADC stands for Analog to Digital Converter. A device to convert an analog signal to a digital signal. An ADC value is the digitized output signal.
5.4 The Inner Tracking System (ITS)

The ITS consists of three silicon-based sub-detectors. Starting with the innermost detector, they are: the Silicon Pixel Detector (SPD), the Silicon Drift Detector (SDD) and the Silicon Strip Detector (SSD). The SPD is covered in more detail in the next subsection. Each of the sub-detectors are made up of two concentric silicon layers centered at the beam-pipe. Table 5.3 shows the acceptance of each of the ITS layers. Being silicon detectors, basic detection of particles in the three ITS systems is the same as that described above for the FMD.

Combining the three sub-systems allows for low-momentum charged-particle tracking. In this respect the ITS detectors complement the other central barrel detectors by tracking particles with low $p_T$ that do not reach the TPC due to deflection from the magnetic field. The SSD is made to match up with the TPC, improving on the precisions of the tracks measured by the TPC by fitting them inwards to the collision vertex. The SSD and SDD read-outs allow for $dE/dx$ measurements for low-momentum PID. For this analysis the TPC tracks refitted with the ITS, so-called hybrid tracks, are utilized for systematic checks - see Section 6.6. More details about the ITS detectors and electronics are found in Ref. [106].

5.4.1 The Silicon Pixel Detector (SPD)

The SPD is the main ALICE vertexing detector, including detection of secondary vertices from weak decays. In addition, it has a fast read-out allowing it to act as a Level 0 trigger. The front-end electronics send the trigger information to the Central Trigger Processor (CTP) where
The integral of the material traversed by a particle crossing perpendicularly the ITS as a function and they are remarkably close to the goals set at the time of the design. A comparable effective thickness (table active volume, i.e. electronics, cabling, support structure, and cooling system, has been kept at. Therefore, the detectors effective thickness amounts to 0.4% of acceptable signal-to-noise ratio. In addition, detectors must overlap to cover the solid angle entirely. Densities (drift and strips) must have a minimum thickness of approximately 300 μm. The active volume has been kept to a minimum. The silicon detectors used to measure ionisation by multiple scattering effects in the material of the detector; therefore the amount of material in. The main parameters for each of the three detector types are summarized in table 3.2 shows the integral of the material traversed by a particle crossing perpendicularly the ITS as a function – 19 – 3.2

<table>
<thead>
<tr>
<th>Layer</th>
<th>r</th>
<th>φ</th>
<th>z</th>
<th>Area (m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>43.0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>23.9</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>15.0</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>7.6</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>3.9</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>3.2</td>
</tr>
</tbody>
</table>
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Figure 3.1: Layout of the ITS.

(a) The ALICE Inner Tracking System 103. (b) The ALICE Silicon Pixel Detector (SPD).

Figure 5.5

A trigger decision is made in less than 800 ns from the collision time.

The SPD has a very high spatial resolution. The two silicon layers consists of 9.8 · 10⁶ cells with a binary read-out. This means it is only possible to tell if a pixel is hit or not, and not how many particles may have hit it. The binary read-out is sufficient because each cell measures just 50 μm (rφ) × 70 μm (z). Thus, the probability of more than one particle hitting a single cell is very small. The cells are so small that it is necessary to take into account the cases where a single particle leaves a signal in several neighboring channels. To achieve this, a clustering algorithm is applied which is described in detail in Section 6.4. Once the clusters of each of the two layers are found, it is possible to match up the clusters with the primary vertex and obtain a mini-track known as a tracklet.

For this analysis the vertex position from the SPD is used for the primary vertex determination. Furthermore, the clusters from the inner layer are used for the charged particle multiplicity information in the range |η| < 2.0. This provides continuous coverage over a large rapidity range when combined with the FMD or VZERO (see below). Although the SPD is designed to provide full azimuthal coverage, cooling issues prevented some of the sectors from running during the 2009–2011 data taking periods. The SPD is shown in Fig. 5.5b. More details on the SPD are found in Ref. 106.

5.5 The Time Projection Chamber (TPC)

The TPC is the primary tracking detector in ALICE. It consists of an active gas volume of 90 m³ surrounded by a field cage. A schematic of the TPC is shown in Fig. 5.6. The TPC has a central high-voltage electrode and a potential divider at each end. This provides a uniform electrical field inside the gas volume. When a charged particle traverses the chamber, the gas inside ionizes. The electrons then drift, due to the electrical field, to the read-out chambers at each end of the TPC. The drift time is precisely known due to a laser calibration system2. The read-out chambers are multi-wire proportional chambers that amplify the charge. The signal is subsequently read out by a grid of pads. The (x, y) position of the pad together with the difference between the charge arrival time and the trigger time, allows for excellent tracking

2The laser system is built at the Niels Bohr Institute.
5.6 The VZERO Detector (V0)

The V0 consists of two arrays of scintillators connected to photo multipliers, divided into two sub-detectors: the V0A and V0C placed on either side of the IP. When a charged particle traverse one of the scintillators, photons are created and sent through fibers to photo multiplier tubes (PMTs). In the PMTs, a shower of electrons is created, thereby amplifying the signal. The signal is subsequently digitized and stored as an ADC value. Two pictures of the V0 with the scintillators visible are shown in Fig. 5.7.

Each V0 is made up of 32 elementary counters arranged in four rings. This provides an angular ϕ-resolution of 45°. In pseudorapidity the V0 covers −3.7 < η < −1.7 and 2.8 < η < 5.1 from the nominal vertex position. The individual coverage of each ring is shown in Table 5.4. Consequently, the VZERO does not have a high segmentation in η or ϕ. It does, however, have a timing resolution which is better than 1 ns. This allows the V0 to serve as an efficient trigger detector. It can be used in either AND or OR mode, where AND requires a coincidence between V0A and V0C while OR requires a detection in either V0A or V0C.

The signal amplitude read out from the PMTs is proportional to the number of charged particles impinging on the scintillator. This allows the VZERO to estimate the centrality, and it is main centrality estimator in ALICE. It provides a good resolution of 0.5% in centrality in the most central events and 2% in the most peripheral. It is also used for symmetry plane determination in the forward regions.

In this analysis it is used as part of the minimum bias (MB) trigger and as the centrality capability. Furthermore, the amplitude of the signal can be used for $dE/dx$ analysis and PID information.

The TPC measurements are used to classify different kinds of tracks: TPC-only (stand-alone) tracks, TPC+ITS hybrid tracks, and global tracks in which as many of the central barrel tracking detectors as possible are included. The coverage allows for full azimuthal tracking within $|\eta| < 0.9$.

For this thesis both TPC-only and hybrid tracks are used. These are described in detail in Section 6.6. More technical details about the detector are found in Ref. [107].
PMTs are fixed on the V0A disk holder in groups of 4 units and connected directly to the WLS fibres. They are installed on the absorber in groups of 8 units for the V0C and connected to counters through Mitsubishi optical fibres 3.22 m long. A picture of each device is shown in figure 5.19.

5.4.3 Front-end electronics
Two signals are delivered to the Front-End Electronics (FEE). The first one is unchanged, the second one amplified by a factor 10. Signal charge and arrival time relatively to the LHC bunch clock are measured for the 32 channels of both arrays. The time resolution of the individual counters is better than 1 ns. Two types of triggers are provided from each array. The first one is based on pre-adjusted time windows in coincidence with the time signals from the counters. Minimum Bias, Beam-Gas and Multiplicity Triggers are obtained by this method. The second type of triggers is based on the total charge collected by the arrays. The two Centrality Triggers are built starting from these quantities.

The readout and data acquisition architecture is designed to be compatible with the different running modes and with the trigger rates. The triggers listed in section 5.4.1 and combinations of some of them, are available. Only five triggers which are chosen according to specificities of collisions and recorded data are sent to the Central Trigger Processor (CTP).

3 Mitsubishi PMMA fibres distributed by Promic, 46 rue de la Pierre Plantée, 42650 Saint-Jean Bonnefonds, France.

Table 5.4: V0 individual ring acceptance at nominal vertex.

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>V0A</td>
<td>4.5 &lt; \eta &lt; 5.1</td>
<td>3.9 &lt; \eta &lt; 4.5</td>
<td>3.4 &lt; \eta &lt; 3.9</td>
<td>2.8 &lt; \eta &lt; 3.4</td>
</tr>
<tr>
<td>V0C</td>
<td>−3.7 &lt; \eta &lt; −3.2</td>
<td>−3.2 &lt; \eta &lt; −2.7</td>
<td>−2.7 &lt; \eta &lt; −2.2</td>
<td>−2.2 &lt; \eta &lt; −1.7</td>
</tr>
</tbody>
</table>

5.7 Upgrade Plans
The LHC long shutdown 2 is planned to start in 2018. The current plan for 2019 and onwards is to provide the experiments with much higher luminosities. In order to cope with these conditions and to reach new physics observables, a number of upgrades for the ALICE detector are being proposed.

- The entire ITS will be replaced with a by high-resolution detector, significantly improving the ITS tracking capabilities as well as timing resolution and \eta-coverage.
- The TPC will have its multi-wire proportional chambers replaced by gas electron multipliers (GEMs) along with new electronics in order to provide continuous readout. This is necessary for running the TPC at the high luminosities proposed.
- A new muon forward tracker (MFT) is to be installed in front of the current muon systems.
- A new trigger detector to replace the T0 and V0, named the Fast Interaction Trigger (FIT) will be installed.
- Upgrades to the TRD, TOF and PHOS detectors are planned, in order to enable high data-taking rates.
- Upgrades to the online and offline triggering, data acquisition and data processing facilities to handle the high-rate data-taking are planned.

The FMD will be removed and the forward charged-particle estimate will come from either FIT, the MFT or a combination of the two.
Chapter 6

From Signals to Particles

This chapter provides an overview of how the signals from the detectors used in this work (FMD, VZERO, ITS and TPC) are analyzed. The emphasis is on the FMD, since developing and testing the FMD framework has been a large part of this work. Most of the algorithms presented in this chapter allow the user to apply cut values to the data being analyzed. Types of cuts are described in this chapter, while the actual values chosen and uncertainties related to the cuts are discussed in Chapters 8 and 9.

6.1 Data Reconstruction

The data processing for all of the ALICE detector systems follows the same basic scheme. It is shown in Fig. 6.1. The left half of the figure shows how the raw data can either come from the actual detector Data Acquisition (DAQ) system or be generated via Monte Carlo (MC) event generators. The right half of the figure shows the process that happens after the raw data files are created.

In general, data in ALICE comes in three data formats. First, immediately following data collection, data are saved in a raw format. These are big files that are not fit for physics analysis. The first pass on these files is to update system calibration files in the Online Calibration Data Base (OCDB) and quality assurance (QA) analysis. This is to ensure that the data quality is acceptable. A second pass produces Event Summary Data (ESD) files. In the ESD format, the data is ready for analysis. However, the files are still relatively large, making analysis slower and more resource demanding than necessary. A third pass, run on the ESD files, creates Analysis Object Data (AOD) files. These files are optimized for physics analysis. For example, they contain specific cuts applied to ensure high-quality tracks.

6.2 FMD Signal Processing

For some detectors in ALICE, in particular those used for tracks, the main part of the signal analysis is done when the ESD files are created. For the FMD a significant part of the signal analysis is done afterwards. Consequently, this section is divided into two parts. The first part deals with how the raw data is calibrated and stored in ESD files. The second part explains what is done with the information from the ESD files before physics analysis is performed.

6.2.1 Raw FMD Data

Like most other electronics, particle detector electronics contains noise. There can be many sources of the noise, for example power supplies or leakage current. The noise is most often Gaussian. It is important to know the noise, such that it does not get confused with the signal.
By measuring the offset and the width of the noise, it is then possible to subtract it from the signal.

In a FMD channel there is a DC voltage offset, referred to as the ‘pedestal’. It is the signal offset of the noise in the ADC spectrum. The electronic and thermal noise produce a Gaussian distribution with the pedestal offset as the mean. By measuring the signal in the detector when there are no beams in the accelerator, it is possible to estimate the mean and width of the distribution and subtract it during reconstruction. Figure 6.2 shows the signal and the noise of two FMD sensors during test beam studies. The Gaussian noise distribution is the large structure around the pedestal value of ADC = 100. The signal is several orders of magnitude smaller, but well separated from the noise. The figure shows the importance of knowing the noise of the electronics in order to successfully measure the signal.

The individual channels of the FMD do not have the same pre-amplification due to internal circuitry. This leads to relative shifts in the ADC spectrum between the individual channels. To find the relative gain of each channel, the FMD electronics allows for injecting a predefined charge into the circuitry. Afterwards, the ADC counts are rescaled by an electronics constant and stored in the ESD data format (see Section 6.1) [104].

### 6.2.2 ESD Processing

The ESD processing in the FMD is done in three steps. First, a sharing (or clustering) algorithm is applied. Second, the estimate of the number of charged particles in a region of the FMD is calculated. Last, the results from the five individual FMD rings are merged into a single 2-dimensional ($\eta, \varphi$)-histogram. Each step is described below.
As a helpful assistant, I can summarize the key points from the text:

**6.2 FMD Signal Processing**

The Sharing Filter

Even though the individual channels in the FMD are thin (300 μm), it is still possible for a single particle impinging on the FMD at an angle to deposit energy in two adjacent strips - the width of a strip is only 250 μm for inner rings and 500 μm for outer. To account for this, a clustering algorithm is applied to group strips that might have shared energy. The algorithm uses two energy cut values: \( E_{\text{low}} \) and \( E_{\text{high}} \), between which the clustering is performed. \( E_{\text{low}} \) is a cut set to remove any remaining noise. \( E_{\text{high}} \) is a cut set to minimize the probability of merging the signals from two particles in adjacent strips into a single cluster representing a single particle.

The algorithm loops over all the strips in each FMD ring. If a strip has \( E_{\text{strip}} < E_{\text{low}} \), the energy of that strip is set to 0. If a strip is found to have energy in the range \( E_{\text{low}} < E_{\text{strip}} < E_{\text{high}} \), the adjacent strips (in the same sector) are checked for a signal; if an adjacent strip with a signal is found, i.e. \( E_{\text{adj,strip}} > E_{\text{low}} \), the two signals are merged into the strip with higher energy. If a strip has \( E_{\text{strip}} > E_{\text{high}} \) nothing is done. The method is described in more detail in Ref. [113].

Charged Particle Calculation

A third cut is needed to determine above which energy a signal should count as a particle. To find this cut, it is necessary to look at a bit more on the energy loss distributions. When more than one particle hits a strip in a single event, the probability distribution of the energy deposited still follows a Landau convoluted with a Gaussian. However, the peak of the Landau distribution is shifted by \( n(E_{MPV} + \xi \ln n) \). Where \( n \) is the number of particles traversing the strip, \( E_{MPV} \) is the value of the single-particle peak and \( \xi \) is the width of the Landau distribution. In principle, a complicated fit over data from many events could be used to extract parameters to estimate the most probable number of particles in a strip in a single event. The parameters, however, depends on centrality, rapidity, vertex coordinates and even on \( \varphi \). The number of parameters to be stored for such calculations would therefore be huge. Due to this, a different approach was taken, in which the fit parameters are only used to estimate values for the three cuts. In this case the cuts should only depend on the position of the first peak of the distribution, which is dominated by the polar angle, \( \eta \).
To estimate the effect of multiple particles hitting the same strip, a charged particle estimate based on Poissonian statistics is used. The assumption is that the particles traversing a region of the detector are randomly distributed. In that case, the probability, \( P(n) \), of finding \( n \) particles in a single channel is:

\[
P(n) = \frac{\mu^n e^{-\mu}}{n!},
\]

where \( \mu \) is the mean number of charged particles, \( N_{ch} \), in a group of channels, \( N_{channels} \). Thus, \( \mu = N_{ch}/N_{channel} \). For a channel that is hit, the average number of particles, \( N_{avg} \), is:

\[
N_{avg} = \frac{e^{-\mu}}{1 - e^{-\mu}} = \frac{1}{1 - e^{-\mu}} \sum_{n=0}^{\infty} \frac{\mu^n}{n!} = \frac{1}{1 - e^{-\mu}} \sum_{n=0}^{\infty} \frac{\mu^n}{n!}
\]

The final result of Eq. (6.2) only depends on \( \mu \). Although \( \mu \) also depends on centrality, \( \eta \), vertex - all of the same things as the fit parameters. By using a large enough number of adjacent channels in a single event to measure \( \mu \) it is possible to get a good estimate in each event. This is illustrated in Fig. 6.3, where the difference between the analytical solution and a simulation using a given number of channels in a single event is shown. It is found that using 256 or more strips gives a reasonable estimate when dealing with occupancies smaller than 90%.

The algorithm utilizes a single cut: \( E_{hit} \). If, after the sharing algorithm, a strip has energy \( E_{strip} < E_{hit} \) it is considered empty. Otherwise it is considered to have been hit by one or more particles. From this, the number of channels hit, \( N_{hit} \), in a region of \( N_{channels} \) is used to estimate \( P(n > 0) \):

\[
N_{hit}/N_{channels} \approx P(n > 0) = 1 - P(0) = 1 - e^{-\mu} \Rightarrow \mu \approx \ln(1 - N_{hit}/N_{channels})^{-1},
\]

where the accuracy of the approximation can be estimated using the right plot in Fig. 6.3. It should be noted that the calculations in the figure assumes \( \mu \) is the same for all channels, which is not necessarily true if the regions are chosen over large ranges in \( \eta \) or \( \varphi \).

Once \( N_{avg} \) in Eq. (6.2) is determined, all non-zero channels in the selected region are set to contain \( N_{avg} \) particles.

### Merging of Rings

The last task is to use the \( z \)-coordinate of the primary vertex and calculate the \((\eta, \varphi)\)-coordinate of each channel such that the charged particle estimate can be stored in 2-dimensional \((\eta, \varphi)\)-histograms. Finally, all of the individual FMD rings are combined into a single \((\eta, \varphi)\)-histogram, which is stored in the AOD files. For the vertices where some of the FMD rings overlap in \( \eta \), the average \( N_{ch} \) of the rings is stored in the histogram. Note that the histogram only contains 20 \( \varphi \)-bins, i.e. it only has the \( \varphi \)-resolution of the inner rings. This means the extra resolution of the outer rings with 40 \( \varphi \)-sectors is lost at this point. However, in Section 8.8 it is shown that this does not have a significant effect on the flow measurement.

### 6.3 VZERO Amplitudes

The 64 VZERO channels are read out and stored as ADC values. Each V0 channel is calibrated to determine the PMT gain and the light yield of the scintillator and fibers. The gain calibration
was done before installation using cosmic muons. The light yield was measured in pp collisions at \(\sqrt{s} = 7\) TeV and combined with a simulation and the gain vs. high voltage curve of each PMT. This allows for an estimate of the charged particle multiplicity in each channel. However, the high voltage is adjusted according to beam conditions and particle multiplicities to avoid saturation of the ADCs \[115\]. This means that in order to get a relative multiplicity estimate, it is necessary to do gain matching (equalization) of each channel. To get an absolute estimate, either a MC simulation or a reference measurement using another detector is necessary. The procedure for equalization is shown in Section \[8.2.5\].

### 6.4 ITS Clusters and Tracks

The SPD has high granularity and a binary read out. Consequently, the two types of algorithms used to analyze the data are for clustering and tracking. For clustering, neighboring channels, that are hit, are grouped together to form a single cluster. As the SPD has a very fast read out, one particle may be measured in several consecutive time-steps. These time-steps are also grouped into the cluster, counting as a single particle. The various spatial cluster configurations in a MC study is shown in Fig. \[6.4\], where the very high efficiency of the SPD clusters is also seen. 97% of all SPD clusters are either single-cell clusters or made up of two adjacent clusters. The read-out is sent to the trigger system for fast online triggering and stored in the raw data files. For vertex determination all possible combinations of clusters in the two layers are combined into so-called tracklets. By using a linear fit, the vertex is found where most of the tracklets coincide. For the ESD data format, the tracklets, refitted to the most probable vertex position, are saved along with any remaining unused clusters in the two layers. \[116\]

Similar to the SPD, the SDD and SSD have high granularity, and both a clustering and a tracking algorithm are run on the output of these detectors. The clusters are used in tracks which are combined with the TPC clusters to make global tracks and with the SPD to make ITS stand-alone tracks. There are two sets of ITS stand-alone tracks: one using all available clusters and another only using those not included in global tracks. The tracking is discussed further in Section \[6.6\].
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Figure 6.4: Spatial clustering configurations with the SPD compared in a
MC model. [116]

6.5 TPC Clusters

As described in Section [5.5] charged particles traversing the TPC ionize the gas in the main chamber. An electric field ensures that electrons drift to the end plates, and are read out by
a grid of 560000 channels. This high resolution allows efficient and precise tracking in the
momentum region: 0.2 GeV/c < p_T < 100 GeV/c. With a resolution better than 2.5% for
tracks with p_T < 4 GeV/c, the TPC can track and identify up to 20000 charged particles in a
single event. The channels are combined in space and time to form clusters in a similar way to
what is done in the ITS. A maximum of 159 clusters from the TPC can be associated with each track. [117]

6.6 Tracking with the ALICE Detectors

Tracking is done during the reconstruction phase of the data-flow diagram (see Fig. 6.1). Clusters
in the central barrel are combined into tracks, which take into account the curvature caused
by the magnetic field as well as the energy loss from interactions with the active detector
elements. The tracks are constructed starting with so-called seeds in the outermost pads of the
TPC, where the track density is smallest. They are propagated inwards following a Kalman
filter algorithm [118]. Moving into the ITS, the procedure is the same with the tracks being propagated towards the vertex. The unused clusters in the ITS are then combined for ITS stand-
alone tracks. Then the tracking is done from the inner ITS clusters outward. Potentially going
data out to the TRD, TOF, HMPID and PHOS while performing particle identification
(PID). Finally the tracks are refitted to the primary vertex using the PID information, these are called global tracks. [119]

For this analysis, TPC-only tracks and so-called hybrid tracks are used. TPC-only tracks use only TPC clusters when the tracks are fitted. The hybrid tracks are a combination of global
tracks and TPC-only tracks refitted to the primary vertex. The hybrid tracks are believed to
contain fewer secondary particles than the TPC-only tracks, but have slightly more complicated
cuts and track definitions. During the tracking, a number of quality parameters are stored along
with the track information. These parameters can be used to apply cuts on the track sets. They
include the number of clusters in the various detectors, χ^2-values of the fits and rejection (or
inclusion) of weak decays, seen as a kink on the track. The cuts for both TPC-only and hybrid
tracks are discussed in Section 8.2.4.
Chapter 7

Event Generators and Models

To understand what happens in collisions of heavy-ions, it can be beneficial to model all aspects of the collision, both the events and the detector response. As described in Chapter 2, a heavy-ion collision goes through many phases before the particles are finally detected.

The initial stage is where the initial geometry of the collision is produced. It is the eccentricities in the initial geometry that give rise to the anisotropic flow. Then, in the partonic stage, with quark and gluon degrees of freedom, the flow develops. Hadronization is where the particles that are measured in the detectors are produced. In the hadronic stage, further scatterings may change the azimuthal anisotropies, as discussed in Chapter 4. Finally, in the detection of the particles, it is necessary to understand how the particles interact with their surroundings as they move out through the detector as well as how the detectors measure the particles.

Each of these stages has important implications for the flow measurement. Consequently, it is necessary to model each of the stages and understand how the flow measurement is affected by each stage. This chapter describes the various Monte Carlo (MC) event generators used for this analysis. It starts with the Glauber model of the initial conditions and proceeds with full event-based generators. Finally, transport codes and simulated detector response are discussed.

7.1 Glauber Models

Glauber Models [44] are a family of models that describe the scattering of nucleons in nuclear targets. There is a theoretical version based on an optical limit approximation and then there are various MC event based implementations, e.g. Ref. [120]. The underlying assumption is that the collision of two nuclei can be considered as a collective of individual interactions among the constituent nucleons.

While this section mostly covers the MC event based approach, most of the conclusions also apply to the optical limit approach. The MC models construct two nuclei with a collection of nucleons. The nucleons are randomly distributed according to three-dimensional nuclear density distributions, which were measured in electron scattering experiments and are of the Wood-Saxon type. The two nuclei are then placed such that their centers are separated by an impact parameter, $b$, which can be randomly chosen from the distribution $d\sigma/db = 2\pi b$. A nucleon-nucleon collision then occurs if the distance between two nucleons, $d$, in the transverse plane is [44]:

$$d \leq \sqrt{\sigma_{NN}^{inel}/\pi},$$

where $\sigma_{NN}^{inel}$ is the total inelastic nucleon-nucleon cross-section. As the nuclei are three-dimensional objects, each nucleon can participate in more than one collision. In general, for two identical
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Figure 7.1: A non-central Pb–Pb collisions simulated with the PHOBOS Glauber Monte Carlo \[120\]. The initial-state fluctuations giving rise to \(v_3\) and higher moments can be seen, as well as the almond shaped overlap responsible for \(v_2\).

nuclei, the number of collisions, \(N_{\text{coll}}\), scales as \[44\]:

\[
N_{\text{coll}} \propto N_{\text{part}}^{4/3},
\]  

(7.2)

where \(N_{\text{part}}\) is the number of participating nucleons, which depends on \(b\). \[44\]

The Glauber model framework is used extensively in modern heavy-ion physics. Glauber models are used to relate the measured multiplicities or signal amplitudes to the single-event centrality and \(N_{\text{part}}\) estimation. They are often used in flow analyzes to estimate the initial-state eccentricities, \(\epsilon_n\). The initial-state fluctuations giving rise to higher harmonic flow effects are also reproduced by the models. See Fig. 7.1 for an example of a non-central Pb–Pb collision simulated with the PHOBOS Glauber Monte Carlo \[120\], clearly exhibiting initial-state fluctuations around the roughly almond-shaped overlap zone.

7.2 HIJING

HIJING (Heavy Ion Jet INteraction Generator) \[16,17\] is the most commonly used event generator for heavy-ion physics at the LHC. A Glauber model is used to model the geometry of the collisions. Parton structure functions are included to study nuclear shadowing. PYTHIA \[121,122\] routines are used for hard interactions and JETSET \[123\] routines are used for string fragmentation\footnote{One of the possible MC model approaches to hadronization.}. PYTHIA and JETSET have been used extensively in pp and pp collision\footnote{From PYTHIA 6.1, JETSET and PYTHIA were merged into PYTHIA.}. In HIJING they are used to describe the binary collisions between the nucleons.

Jet quenching is implemented in HIJING as an effective energy loss parameter \(dE/dz\). Finally, mini-jet production is also included. Usually these mini-jets have too little energy to be seen experimentally, but they are well described by perturbative QCD and play an important
role in the particle production at high energies. HIJING is designed to simulate events with center-of-mass energies of $\sqrt{s_{NN}} = 4$ GeV and up for pp, p–A and A–A collisions [16,17].

Current versions of HIJING describe RHIC data well and were able to predict the mid-rapidity multiplicity at the LHC reasonably well [124]. HIJING is now tuned to the LHC multiplicity measurements at mid-rapidity. While HIJING does include the initial-state anisotropies from the Glauber model, it does not include the interactions necessary to produce collective flow effects. The only correlations present in HIJING are non-flow correlations (See Section 2.4). It is therefore a convenient tool for estimating and removing non-flow effects from a measurement. In this thesis, HIJING is used to estimate and remove the non-flow contribution from the two-particle cumulant measurements.

7.3 AMPT

AMPT (A MultiPhase Transport model) is a prime example of how many different processes are needed to reproduce heavy-ion observables. AMPT consists of four parts: initial conditions, partonic interactions, hadronization and final state hadronic rescatterings. Each of these phases is described by a different model embedded in AMPT.

The initial conditions in AMPT are modeled by HIJING version 1.383. This includes the initial conditions from a Glauber model, spatial and momentum distributions of mini-jet partons and soft string excitations [125]. There are two options: either AMPT uses the Lund string model in which the excited strings are not used in the partonic stage, but only released during hadronization. Otherwise so-called string melting is used, in which all of the strings and hadrons produced by HIJING are turned into valence quarks and anti-quarks. It is with the string melting setting turned on that the observed flow is best reproduced.

The partonic stage is described with Zhang’s Parton Cascade model (ZPC) [126], which simulates the interactions between the particles with a differential cross section [127]:

$$\frac{d\sigma}{dt} \approx \frac{9\pi\alpha_s^2}{2(t - \mu^2)^2},$$

(7.3)

where $t$ is one of the Mandelstam variables, $\alpha_s$ is the strong coupling constant and $\mu$ is the screening mass in the partonic matter. It is in this stage that collective flow develops.

For hadronization, the partons are put through a coalescence model that combines quarks in groups of two and three and converts them into hadrons [128].

Finally, A Relativistic Transport model (ART) [129] is used for the hadronic rescattering phase. This is where the final modifications to the collective flow happens.

AMPT has been tuned to match RHIC data [128,130] and more recently LHC results [127,131]. Figure 7.2a shows the modifications of $dN/d\eta$ by including ART with and without final state interactions (FSI). By tuning AMPT to ALICE data in the 40 – 50% centrality bin, it reproduces the centrality-dependence of the multiplicity reasonably well (see Fig. 7.2b). Figure 7.4 shows how well AMPT reproduces the centrality- and $p_T$-dependence of $v_2$ to $v_5$. Generally AMPT reproduces the data well in centrality bins near the one it was tuned to match. However, the resultant multiplicity is too low and the flow is too high in the most central events. Similarly the multiplicity in AMPT is slightly too high in the most peripheral events.

7.4 Model with Parametrization of ALICE Measurements

Parameterizations of ALICE measurements in Pb–Pb collisions have been used to make a simple event generator in the ALICE simulation framework. Here it is referred to as AliGenTunedOnPbPb. It does not contain any initial state model or parton scatterings. Instead it is based
(a) Changes to $dN/d\eta$ predicted by AMPT when final state interactions (FSI) are off in ART (red), or ART is turned off (green). Black is with ART and FSI turned on (default).

Figure 7.2: AMPT in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV, tuned to ALICE data in the 40–50% centrality bin [127].

(b) AMPT multiplicity densities compared to ALICE results. AMPT is slightly too high in peripheral events and slightly too low in central events.

Figure 7.3: Centrality dependence of $v_2$–$v_4$. Comparison between AMPT and ALICE. AMPT predicts slightly too high flow values in the most central events. AMPT is tuned to ALICE data in the 40–50% centrality bin [131].
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Figure 7.4: $p_T$ dependence of $v_2$–$v_5$. Comparison between AMPT and ALICE for 30–40% central events. This is close to the centrality-region AMPT was tuned to match and a good agreement is observed. [131].

| Centrality: 0 – 5% 5 – 10% 10 – 20% 20 – 30% 30 – 40% |
|---------------------------------|---------------|---------------|---------------|---------------|---------------|
| Multiplicity: 2668 2210 1664 1124 735                          |
| Centrality: 40 – 50% 50 – 60% 60 – 70% 70 – 80%               |
| Multiplicity: 452 258 133 61                                  |

Table 7.1: Base values for multiplicities generated with AliGenTune-dOnPbPb.

on parameterizations of ALICE measurements. The event multiplicity is centrality dependent, and the base values for the multiplicity densities are given in Table 7.1. Particles are produced up to a maximum absolute rapidity value, $y_{max}$. The multiplicity density distribution is flat up to a rapidity value, $y_{flat}$. After this, the multiplicity density falls of linearly with a factor $f_M$. All of these parameters must be set externally by the user. For the simulations used in this thesis: $y_{max} = 6.0$, $y_{flat} = 2.0$ and $f_M = 0.2$.

The species of the produced particles are distributed according to Table 7.2. Both multiplicity and the relative abundance of different species are based on ALICE measurements.

Blast-wave fits to the spectra of each particle type are used to assign $p_T$ to the particles. Two examples of these fits are given in Fig. 7.5.

Finally, fits to $v_2$ vs. $p_T$ are used to add collective flow effects. Originally the event generator was written and implemented by Francesco Noferini for systematic studies of the ALICE PID $v_2$ results. It included a $v_2$ and $v_3$ amplitude. For this work it was expanded to also include $v_4$. The $\varphi$ angles of the produced particles are chosen randomly according to the p.d.f.:

$$ f(\varphi) = 1 + 2v_2 \cos(2(\varphi - \Psi_2)) + 2v_3 \cos(3(\varphi - \Psi_3)) + 2v_4 \cos(4(\varphi - \Psi_4)), \quad (7.4) $$

where each $\Psi_n$ is chosen randomly in every event. The $v_2$ parameter is assigned according to the
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<table>
<thead>
<tr>
<th>$\pi^{\pm}$</th>
<th>$\pi^0$</th>
<th>$K^{\pm}$</th>
<th>$p, \bar{p}$</th>
<th>$K^0_S$</th>
<th>$\Lambda, \bar{\Lambda}$</th>
<th>$\phi$</th>
<th>$\Xi^{\pm}$</th>
<th>$\Omega^{\pm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>27.5%</td>
<td>27.5%</td>
<td>4.00%</td>
<td>1.35%</td>
<td>4.00%</td>
<td>1.12%</td>
<td>0.440%</td>
<td>0.104%</td>
<td>0.0152%</td>
</tr>
</tbody>
</table>

Table 7.2: Relative abundances of different species in AliGenTunedOnPbPb. Value applies to particle with both positive and negative charge in case of superscript ±. E.g. 27.5% are $\pi^+$ and 27.5% are $\pi^-$.

$\pi^{\pm}$, species and $y$ of the particle. The $p_T$- and species-dependence is found using fits to ALICE measurements. At mid-rapidity, there is no $\eta$-dependence. For $|y| > y_{flat}$ the flow is linearly reduced by a factor $f_{v_n}$ set externally, here $f_{v_2} = 0.2$. $v_3$ is determined by multiplying $v_2$ with a centrality dependent factor: $v_3(p_T) = f_{v_3/v_2} \cdot v_2(p_T)$, with the values of $f_{v_3/v_2}$ given in Table 7.3.

$v_4$ is set to be 0.5 · $v_3$, which is reasonably close to what is observed in real data. Two examples of fits for $v_2$ vs. $p_T$ are shown in Fig. 7.6.

7.5 Geant

GEometry ANd Tracking (Geant) \cite{132} is a transport code developed at CERN to describe particle interactions with material. It is based on the EGS program originally developed at SLAC. It utilizes a virtual description of the geometry of a particle detector; both the physical size and the material the different parts are made of. When coupled to an event generator, e.g. HIJING or AMPT, Geant tracks the particles as they propagate through the detector. It then uses Monte Carlo methods to model the interactions between the particles and the detector when

<table>
<thead>
<tr>
<th>Centrality:</th>
<th>0 – 5%</th>
<th>5 – 10%</th>
<th>10 – 20%</th>
<th>20 – 30%</th>
<th>30 – 40%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{v_3/v_2}$</td>
<td>1.200</td>
<td>0.820</td>
<td>0.625</td>
<td>0.500</td>
<td>0.450</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Centrality:</th>
<th>40 – 50%</th>
<th>50 – 60%</th>
<th>60 – 70%</th>
<th>70 – 80%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{v_3/v_2}$</td>
<td>0.400</td>
<td>0.370</td>
<td>0.300</td>
<td>0.300</td>
</tr>
</tbody>
</table>

Table 7.3: Ratios of triangular flow to elliptic flow generated with AliGenTunedOnPbPb.
Figure 7.6: Example distributions used for assigning the proper $v_2$ according to particle $p_T$ in AliGenTunedOnPbPb. The distributions for $\Lambda$, $\bar{\Lambda}$ and $\phi$ particles for the 0–5% centrality bin are shown. The distributions are a combination of fits in different $p_T$ ranges. Consequently, the regions with overlap between different fits show some discontinuities. The overall effect from this is, however, negligible.

The particles traverse the material. These interactions include: secondary particle production, particle scattering and energy loss. When secondary particles are created Geant also tracks them [132]. In the ALICE simulation framework, a so-called track reference is made every time a particle hits a detector element - these are utilized to study the detector response.

The default version of Geant used in ALICE is GEANT3, although Geant 4 is also available [133] and Geant 5 is currently under development. Geant 4 is written in C++, whereas GEANT3 is written in Fortran. In addition, Geant 4 is tuned to newer experimental data. Geant 5 is going to take advantage of the parallelism available in modern CPUs to greatly speed up the simulation process. This is an important development, as currently the transport code is the most resource demanding part of the simulation.

7.5.1 Track References and Their Uses

A track reference contains all of the MC information from the generator as well as information about where the particles hit a detector. This can be utilized for efficiency studies or systematic uncertainty studies; for example how secondary particles are deflected compared to their mother particle. In addition, track references can be used for embedding signals that were not included originally in the simulation. An example is reweighing the track references according to the function:

$$w(\varphi) = \frac{1}{2\pi} \left( 1 + \sum_n 2v_n \cos(n(\varphi - \Psi_n)) \right),$$  \hspace{1cm} (7.5)

which makes it possible to add a flow signal without the need of running a new MC simulation from scratch, simply by counting each track reference $w(\varphi)$ times. Using track references for systematic studies is a way to save computing resources. The reweighing method above is applied for the systematic uncertainty studies in Section 9.3.
7.6 The Virtual ALICE

A transport code such as Geant is not very useful without a complete virtual description of the experiment. This description should contain not only the active elements of the detectors, but also cooling pipes, support structures, wires, etc. The more precise the description is, the better the transport model is to estimate where particles are absorbed, scattered or produced. Part of this detector description is also used to simulate the signals read out by the detectors. See below for an example of how this works for the FMD. The simulated detector responses are then processed through the same algorithms as the real data, providing valuable cross-checks and systematic uncertainty estimates.

As the FMD has no tracking, it relies fully on the MC to subtract secondary particle contributions. Consequently, a wrong estimate of the particle production is a critical issue. In ALICE there has been some issues with inaccuracies in the description of the ITS geometry. This has led to the MC simulations underestimating the number of secondary particles produced in the forward regions, which includes the FMD. It is mainly the ITS support and cooling structures that affect the secondary particle production in the forward regions. Although the geometry description has been continuously improved over the last couple of years, it is still an important issue in FMD analyzes. The study of secondary particles and inaccuracies in the geometry plays a major role for the analysis presented in Chapter 8 and is also discussed there. Further discussion of the ALICE geometry can also be found in the thesis of Hans Dalsgaard [113].

7.6.1 FMD Response and Digitization

This section provides an example of how to simulate the detector response due to a traversing charged particle. The detector used in this is example is the ALICE FMD. The response is simulated by evaluating the energy loss, $E_{\text{loss}}$, of all of the particles that hit a specific channel (provided by the transport code). Noise is added according to real calibration measurements. The signal is then converted into ADC counts or so-called digits. The ADC count, $c_i$, for strip $i$ is then:

$$c_i = p_i + x + g_i E_{\text{loss}} C,$$

(7.6)

here $p_i$ is a pedestal taken from real pedestal runs, $x$ is a value randomly taken from a Gaussian distribution with a width of the known detector noise, $g_i$ is the gain factor from real gain calibration runs and $C$ is a fixed conversion factor from gain calibrated signals to ADC counts and depends on the response of the VA13 pre-amplifier. In this way, the simulated digits represent as closely as possible the real ADC counts found during data-taking [104]. At this point the MC data can be further processed (reconstructed) in the same way as real data. The reconstruction process is described in Chapter 6.
Part IV
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Analysis

High-energy physics analyzes contain many complex layers. The previous chapters have already laid the foundations, describing the experimental setup, the motivation for collective flow measurements as well as how to measure the flow. This chapter describes the analysis of Pb–Pb collisions at \( \sqrt{s_{NN}} = 2.76 \) TeV with ALICE at the LHC, performing a measurement of \( v_2 \), \( v_3 \), \( v_4 \) and \( v_2^4 \) (Section 3.4) vs. \( \eta \). The analysis is done using data from the ALICE Time Projection Chamber (TPC - Section 5.5) for the reference flow. The Forward Multiplicity Detector (FMD - Section 5.3) and Silicon Pixel Detector (SPD - Section 5.4.1) are used for the differential flow measurement. The main topics of this chapter are:

Event selection: To understand triggering, rejection of background events, measuring the vertex position and estimating the centrality.

Correcting for backgrounds: To determine cuts on detector signals and tracking parameters.

The main software used for this work is AliROOT [134]. AliROOT is the offline software framework in ALICE, it contains the source code needed for simulation, calibration, data quality monitoring, reconstruction, quality assurance and physics analysis. It is built on ROOT [135], which is a C++ based software developed at CERN. ROOT provides a framework for fast processing of large amounts of data, complex mathematical and statistical tools, as well as a number of different visualization capabilities.

8.1 Event Selection

This section describes the part of the analysis related to the general ALICE analysis software framework. It pertains to general event classification, vertex determination and centrality. The same, common setup is used in all ALICE physics analyzes and maintained by a centrally coordinated working group. In total \( 10^7 \) Pb–Pb events were analyzed for this analysis.

8.1.1 Triggering Selection

Each collision is assigned one or more trigger strings. Event selection based on these strings is performed by the so-called physics selection. The trigger strings contain information on
which conditions were fulfilled for the event to trigger, what type of trigger it is (e.g. collision, background or calibration) and which detectors were read out. The events selected in this analysis are all collision triggers containing a read out of the detectors used for this analysis, i.e.: FMD, ITS, TPC and VZERO. Furthermore, while it is possible to select triggers with a specific requirement for high multiplicity or a specific centrality range, only minimum-bias (MB) triggers are considered here.

The LHC is taking data most of the year. During a year a number of conditions may change, e.g. collision energy, luminosity or the beam type (e.g. proton or lead). To take these changes into account, in ALICE, a year of running is typically divided into certain periods. A change of period is typically made to coincide with a longer shut-down of the accelerator, a significant change in luminosity, or a switch from proton physics to heavy-ion physics. The periods are named according to the year with digits and the period of the year with numbers, e.g. the Pb–Pb collision period analyzed here is named LHC10h as it was recorded in the 8th period of 2010.

During a period the accelerator is filled many times. During a fill the ALICE detectors may start and stop data-taking several times. Sometimes a system needs to be restarted, which requires all of ALICE to stop taking data, and then start again once the system is ready. These intervals of data-acquisition are known as runs and are simply numbered from when ALICE first started taking data. They are not reset by any change in period or year. For example, the runs of the LHC10h period analyzed here are numbered from 137135 to 139510. The active detectors, and even the trigger setting, may change from run-to-run, as systems need restarting or the beam-conditions change. This means that even the trigger string of the MB trigger may change from run-to-run. The physics selection makes sure that all of these changes are taken into account. This ensures that comparable events are selected consistently for the physics analysis despite underlying changes to the detector setup.

Table 8.1 summarizes the periods, runs and trigger settings used in the analysis presented here.

<table>
<thead>
<tr>
<th>Beam info</th>
<th>Period</th>
<th>Basic MB trigger condition</th>
<th>Main MB trigger string†</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pb–Pb @ (\sqrt{s_{NN}} = 2.76) TeV</td>
<td>LHC10h</td>
<td>VOA and VOC</td>
<td>CMBACS2-B-NOPF-ALL</td>
</tr>
<tr>
<td>pp @ (\sqrt{s} = 2.76) TeV</td>
<td>LHC11a</td>
<td>SPD or V0A or V0C</td>
<td>CINT1-B-NOPF-ALLNOTRD</td>
</tr>
</tbody>
</table>

Table 8.1: Overview of the data-sets used in this analysis. †: The actual meaning behind each of the words in the trigger string is rather technical and will not be described here - they are included for completeness. ALICE users may find up-to-date information on the string on internal ALICE web-pages [136].

### 8.1.2 Background Event Rejection

There are several sources of background events that may contaminate the analysis if not properly removed. One of these sources is known as beam-gas interactions. These interactions happen because the vacuum inside the LHC is not perfect. Even though the pressure is lower than in outer space, some atmospheric molecules are still present. Similarly, molecules from the inside of the beam-pipe may come loose from the violent forces present when a bunch of charged particles pass. The effect is that a very dilute gas of molecules is present in the beam-pipe, and sometimes a particle from one of the beams collides with a molecule from the gas. Many particles can be produced in these events, making them look like beam-beam collisions, although the kinematics are typically different. In addition, the produced particles may flow downstream along the beam...
direction and disturb signals from beam-beam collisions.\textsuperscript{113}

Over time, the beam structures dilute and prolong as the particles inside each bunch interacts. Some particles may escape the main bunch structure and follow the beam around in a halo. When two beams pass at an interaction point (IP), a particle from the main bunch of one beam may collide with a particle in the halo of the other beam. This type of interaction is called a \textit{beam-halo} interaction and causes the same problems as beam-gas interactions.\textsuperscript{113}

Despite the different origins of beam-gas and beam-halo interactions, their signatures a very similar. Consequently they are identified in the same way. Since the probability of the background interactions happening in the range considered for actual collisions is very small ($|v_z| < 10 \text{ cm from nominal IP - 20 cm out of a 27 km circumference}$), the main contamination is from the downstream flow. This downstream flow can be removed by requiring a coincidence of e.g. the V0A and V0C triggers inside a very limited time window. This removes effects from particles traveling along the beam pipe.\textsuperscript{113}

Another source of contamination comes from \textit{pile-up}. Pile-up is when two or more collisions happen during a single bunch-crossing. The amount of pile-up depends heavily on the luminosity. The pile-up collisions are often slightly shifted in vertex position. Precision tracking thus allows for distinguishing between particles from different collisions, even though they happen at approximately the same instant. In Pb–Pb collisions, due to the large number of particles produced in a single collision, it is more difficult to distinguish the different vertices. Consequently, events with suspected pile-up are usually skipped in analyzes. For the Pb–Pb data analyzed here, the luminosities were low enough that no significant bias from pile-up is expected. The amount of pile-up can be roughly estimated by knowing the interaction rate, $R$, the number of interacting bunches, $N_b$, and the time it takes a beam to do one full turn around the accelerator, $\Delta t$:

$$P(\text{interaction}) = \frac{R}{N_b/\Delta t} = \frac{100 \text{ Hz}}{130/89100 \text{ ns}} \approx 6.5 \cdot 10^{-5},$$

where the numbers are from the highest rate of Pb–Pb collisions obtained during 2010 in ALICE. Using Poisson statistics, the probability of one interaction is: $P(1) \approx 6.5 \cdot 10^{-5}$. The probability of two or more interactions is: $P(\geq 2) \approx 2.9 \cdot 10^{-9}$. This gives a pile-up contamination on the order of 0.003%. Since this was obtained using the highest rate of collisions in the data sample, it serves as an upper bound on the pile-up and shows that it is indeed negligible in this analysis.

8.1.3 Vertex Determination

The main vertex determination in ALICE is performed by the SPD, as described in Section 6.4. As the coverage of the FMD and SPD shifts with the $z$-coordinate of the vertex, $v_z$, it is important that the vertex is determined precisely. This is done by imposing a requirement that the error on the $z$-coordinate cannot be larger than 0.2 cm. To reduce contamination from beam-gas and beam-halo events a further requirement that $|v_z| < 10.0 \text{ cm}$ is imposed. The vertex distribution after the trigger selection for the events analyzed here is shown in Fig. 8.1. The vertex distribution follows a Gaussian distribution with a mean of 0.3 cm. To take into account the shifting coverage with $v_z$, this analysis is performed in 20 vertex bins of width 1 cm. From the figure it is seen that the total number of events analyzed here in a single vertex-bin is then at least 250000 and at most 780000.

The SPD is also capable of determining the $x$- and $y$-coordinates of the collision. This is shown in Fig. 8.2 where a shift in the $y$-direction of 0.18 cm away from the nominal $(0,0)$-position is observed. This shift has an effect on the $\varphi$-distribution of the measured particles in the FMD and SPD (tracks are not affected by this). The shift causes the $\varphi$-distribution to follow a $\sin(\varphi)$-distribution and would be important in a measurement of $v_1$. For $v_2$ to $v_4$ as
Figure 8.1: \( v_z \)-distribution from Pb–Pb collisions at \( \sqrt{s_{\text{NN}}} = 2.76 \) TeV taken during the LHC10h period analyzed here.

measured here the effect is negligible. In addition, the MC samples used for the corrections also include the shift, thus removing any small effect it might contribute with to the flow analysis.

### 8.1.4 Centrality Estimation

To study the dependence of flow on the centrality (see Section 1.4), the events are divided into centrality bins. The VZERO detector is used to estimate the centrality. The resolution of all the ALICE centrality estimators is shown in Fig. 8.3 where the combined V0A and V0C amplitudes are found to have the best resolution [137]. The resolution is found through a weighted iterative procedure, where each estimator is compared to the (weighted) mean of all the estimators. For the most central events, the resolution is 0.5%. For the most peripheral the resolution is 2%. For a more detailed description of the method used to estimate the centrality resolution see Ref. [137].

The VZERO amplitudes for all the events is shown in Fig. 8.4a, in which a fit based on a Glauber model (Section 7.1) is also shown. For the fit, a Glauber model is used to estimate \( N_{\text{part}} \) and \( N_{\text{coll}} \) for a range of \( b \). The particle production is parametrized by a negative binomial distribution, which is the multiplicity distribution observed in pp collisions over a wide range of energies. It is then assumed that soft interactions produce average multiplicities proportional to \( N_{\text{part}} \) and hard interactions produce multiplicities proportional to \( N_{\text{coll}} \). This assumption is inspired by so-called two-component models [137].

The centrality distribution used for this analysis, after trigger and vertex cuts is shown in Fig. 8.4b. Vertical lines indicate the centrality binning chosen for the analysis. The distribution is found to be flat over the measured range, as it should be from the definition of centrality. While the V0 estimator is able to estimate the centrality out to 90%, events more peripheral than 80% are considered to be dominated by non-flow and biased from electromagnetic disassociation (EMD) events.

---

1EMD is when one nucleus absorbs a photon from the other nucleus and transitions into an excited state. It then decays and emits one or more nucleons. However, it is not a hadronic nuclear interaction.
8.1 Event Selection

Figure 8.2: \((v_x, v_y)\)-distribution from Pb–Pb collisions at \(\sqrt{s_{NN}} = 2.76\) TeV taken during the LHC10h period analyzed here. A shift away from the nominal \((0, 0)\) IP is observed.

Figure 8.3: Resolution of the various centrality estimators in ALICE vs. centrality. The combined V0 estimator is found to be the most precise, with a resolution down to 0.5% for the most central events. [137]
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(a) Centrality slices of the summed V0 amplitudes fitted with a two-component Glauber model with negative binomial distributions. A good fit is found. [37]

(b) Centrality distribution from Pb–Pb collisions at √s_{NN} = 2.76 TeV with the ALICE V0 as the estimator. The centrality slices considered for this analysis are indicated with the vertical lines.

Figure 8.4

8.2 Detector Cuts

In this section, the cuts applied to the detector signals are presented and discussed. For the FMD, cuts on the energy distributions (see Section 6.2) are presented, as well as a special cut to remove ‘bad’ events, necessary to get statistically stable results for v_n{4}. For tracks, the cuts on the fitting parameters and kinematic variables are presented. For the VZERO, the gain matching discussed in Section 6.3 is applied. It should be noted that while results using hybrid tracks and the VZERO are not shown until Chapters 9 and 10, the cuts are still presented here.

8.2.1 FMD Energy Distribution Cuts

The algorithms described in Section 6.2 allow cuts to be made on the energy deposited in the FMD strips. For the sharing filter a low and a high cut are applied. A plot of the energy distributions is shown in Fig. 8.5. In the figure, the colored distributions clearly show a large noise peak at low values, a sharing region for E_{loss} ≲ 0.5 and the convoluted Landau-Gauss function with two peaks visible.

The low cut for the sharing filter, E_{low}, is defined as a hard cut on the energy value, only depending on whether it is an inner or outer ring. This is done to cut away any remaining noise. Everything covered by the yellow region in Fig. 8.5 is removed by the low cut as energy deposits below the low cut are ignored and those channels are considered empty.

The high cut, E_{high} and the cut for the Poisson algorithm, E_{hit}, are set to be identical. The actual values are calculated to be the most probable value, E_{MPV}, minus the width of the Landau distribution, ξ. Both of these parameters are obtained from fits to the observed energy distributions, found during an initial pass over the data. These depend on system size and collision energy and also varies between real data and MC. The fits are done in η-bins with a width of 0.05 units in pseudorapidity, and consequently the cut values also vary by pseudorapidity. These cuts are shown as the light-blue region in Fig. 8.5. For each η-region the value is constant, but as each plot is for an entire ring there is a shift, which makes it appears as a narrow region rather than a specific cut in the figure.

Strips with energy deposits in between the two values (between the yellow and light-blue regions) are considered for merging, while energy deposits above the high cut count as particles and are not merged.
After merging, the high cut is also used for when the Poisson method is applied, defining when a channel is to be considered empty or non-empty for the final $N_{ch}$ estimate. The values of the cuts were checked against MC studies, and are chosen such that the measured multiplicity densities agree best with the input values in the MC. These cuts are shared among all FMD analyzes. The values are given in Table 8.2. In Fig. 8.5, the slightly darker colored regions show the energy loss distributions after the sharing algorithm, and it is clear that many of the signals in the sharing region are merged.

<table>
<thead>
<tr>
<th>Ring</th>
<th>Sharing $E_{low}$</th>
<th>Sharing $E_{high}$</th>
<th>Poisson $E_{hit}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FMD1i</td>
<td>0.15</td>
<td>$E_{MPV} - \xi$</td>
<td>$E_{MPV} - \xi$</td>
</tr>
<tr>
<td>FMD2i</td>
<td>0.15</td>
<td>$E_{MPV} - \xi$</td>
<td>$E_{MPV} - \xi$</td>
</tr>
<tr>
<td>FMD2o</td>
<td>0.18</td>
<td>$E_{MPV} - \xi$</td>
<td>$E_{MPV} - \xi$</td>
</tr>
<tr>
<td>FMD3i</td>
<td>0.15</td>
<td>$E_{MPV} - \xi$</td>
<td>$E_{MPV} - \xi$</td>
</tr>
<tr>
<td>FMD3o</td>
<td>0.18</td>
<td>$E_{MPV} - \xi$</td>
<td>$E_{MPV} - \xi$</td>
</tr>
</tbody>
</table>

Table 8.2: Cut values for the FMD energy loss.

For the Poisson calculations it is necessary to choose regions in which to calculate the occupancy of Eq. (6.3). Since this analysis is concerning azimuthal anisotropies, the maximum resolutions in $\phi$ is desirable. Consequently, only channels within a given sector (see Section 5.3) is considered in the same region. I.e. the $\phi$-width of the region chosen is the same as the $\phi$-resolution of the FMD. This leaves the choice of how many consecutive strips to include, which determines the regions’ $\eta$-range. From Fig. 6.3 it is seen that with 256 channels, the Poisson parameter deviates less than 0.5% for occupancies smaller than 90% and at most deviates with 4%. Combining more than 256 channels improves the determination of the parameter but is not possible while retaining the requirement of only using a single sector, as the outer rings only contain 256 strips per sector. Using less than 256 channels increases bias in high occupancy events. Therefore, a choice was made to use regions of a single sector and 256 strips for the calculation of $N_{ch}$. The observed occupancies are shown in Fig. 8.6. In the figure, it is seen that only FMD3 inner has occupancies in the region where the approximation of using just 256 channels has an uncertainty higher than 1%. However, these events are very rare, so no significant bias arises from this choice of region.

As mentioned above, the FMD cuts were found by studying multiplicity densities. To verify that the cuts are also applicable in flow analysis, the measured $v_n$ values in the simulated detector response are compared to the measured $v_n$ values of the track references (see Section 7.5.1). A good agreement is observed for all centralities, see Fig. 8.7 for a representative centrality. More plots are available in Appendix C.1.

### 8.2.2 Flow Specific Cuts

The four-particle cumulant is sensitive to many-particle correlations. If a many-particle correlation effect comes from a collective phenomenon $c_n\{4\}$ in Eq. (3.26) is negative and $v_n\{4\}$ yields a real number. Non-collective effects generally contribute to $c_n\{4\}$ with positive contributions, potentially making it positive and $v_n\{4\}$ imaginary. However, some non-collective effects do give negative contributions, e.g. fake-flow induced by large multiplicity fluctuations.

$$v_n\{4\} = \sqrt[4]{-c_n\{4\}}.$$  

(3.26)

Sometimes, in the FMD, a ‘hot spot’ appears - see inset in Fig. 8.8. If even a few per mil of the events contain a ‘hot spot’, it is enough to make $c_n\{4\}$ positive, since they have very large multiplicities compared to the rest of the event. As $M^4$ is included in the event weight, a single
Figure 8.5: Energy loss distributions before and after sharing for each FMD ring. Yellow and light-blue regions show cuts applied. See text for further details. Data is from a single Pb–Pb run at $\sqrt{s_{NN}} = 2.76$. 
Figure 8.6: Occupancies for each FMD ring in the regions chosen to be considered in the Poisson calculations. For this analysis regions of a single sector and 256 strips are chosen. Data is from a single Pb–Pb run at $\sqrt{s_{NN}} = 2.76$. 
of these events may count as much as thousands of regular events. Including just a few of such events can completely change $c_n\{4\}$, making $\nu_n\{4\}$ imaginary (statistically unstable).

It is of course important to know what causes the ‘hot spots’. Several possible sources were considered: single-event upsets\footnote{A single-event upset is when ionizing radiation interferes with detector electronics.}, corrupted read-out or data-files, or if the events were read out too close to each other. In the end, the appearance of a ‘hot spot’ did not seem to be correlated to any of these. It was, however, found that the ‘hot spots’ also appear in MC simulations. This made it possible to study other sources, as all information about tracks and particles is available in MC data. To do this, an AMPT simulation was used. It turned out that in all events where a ‘hot spot’ was observed, a slow moving particle (mostly an electron) was scattering (or even stopping) on the FMD. Figure 8.8 shows an example of such an event. Here, a slow moving electron is highlighted in red among the other particles hitting the FMD (green lines). There is a kink in the electrons trajectory as it hits FMD2, and a large signal is observed in the same region of FMD2. While almost all the events investigated had an easily identifiable slow moving particle hitting the detector in the region where the ‘hot spot’ was observed, it is still a random process; a slow moving particle can hit the FMD and not make a ‘hot spot’. Examples of a few more events is shown in Appendix C.2. As the events appear to be unrelated to the underlying physics, it is safe to remove them.

To identify the events with a ‘hot spot’, the following algorithm is applied for each η-bin in the 2-dimensional ($\eta, \varphi$)-histogram:

1. Calculate the mean multiplicity, $\langle M \rangle$ (loop over $\varphi$).

2. Calculate the width of the multiplicity distribution (in the $\varphi$-bins), $\sigma$. 

Figure 8.7: Comparison between simulated detector response with cuts applied and using track reference information from the MC generator. The event generator is AliGenTunedOnPbPb with GEANT3 transport code and 40–50% central events. A good agreement is observed.
Figure 8.8: Several views of an event where a large signal in the FMD is caused by a single slow moving electron. The bottom right corner shows a very large signal confined to a few strips of the FMD. Looking at event-displays, it is possible to identify the particle responsible for the signal as being a slow electron. In the top right plot a small kink in the electron trajectory is seen where it impinges on FMD2 and produces the signal.

3. If \( \frac{M_{\text{max}}}{\langle M \rangle} \geq \alpha_c \sigma \), where \( M_{\text{max}} \) is the maximum multiplicity in a single \( \varphi \)-bin and \( \alpha_c \) is some cut value, it is counted as a single bad \( \eta \) bin.

4. In a loop over the \( \eta \)-bins, if there are four consecutive bad \( \eta \)-bins: Do not use the event.

This cut algorithm is very efficient for the 0–60% most central events. For more peripheral ones the ‘hot spots’ do not seem to be as easy to distinguish from regular fluctuations, and the four-particle cumulant results are not stable for the more peripheral events. Finding the value of \( \alpha_c \) is a matter of optimization: making the value too small will cut away a large number of events, while making it too high simply will not fix the problem. Figure 8.9 shows the \( v_2 \{4\} \) calculation efficiency and event selection efficiency for different values of \( \alpha_c \). The chosen value is \( \alpha_c = 4.0 \), as the cumulative efficiency seems to stabilize at that point, while the event selection efficiency starts to go down by quite a lot. The chosen value cuts away 0.41% of the events. Applying the same cut to \( v_2 \{2\} \) does not yield any significant changes to the results, so no extra bias seems to be introduced by this cut. The cut is applied to both data and simulations, so any small bias is corrected with the MC correction (see below).

### 8.2.3 SPD Cluster Selection

The SPD data in the ESD files is divided into tracklets and unused clusters, i.e. clusters that have fired, but not been associated with a tracklet. For this analysis both the tracklets and the
Figure 8.9: Search for a value, $\alpha_c$, at which to cut away events in the FMD to make the four-particle cumulant stable. Real data is used in these estimates.

unused clusters from the inner layer of the SPD are used equally. The clusters and tracklets are all put into a 2-dimensional ($\eta, \varphi$)-histogram, similar to the one used for the FMD data. This ensures that the analysis of the SPD data is as similar to that of the FMD data as possible. During the recording of the data analyzed here, parts of the SPD were turned off due to cooling issues. Consequently, the SPD has rather large gaps in its azimuthal acceptance, this issue is discussed further in Section 8.4.

8.2.4 Track Cuts

The tracking in ALICE is described in Section 6.6. When the tracks are stored, not only kinematic information such as $\eta$ or $p_T$ is stored, but some of the quality parameters of the fits used to find the tracks are also available. This makes it possible to apply cuts to get a set of high quality tracks to use for physics analysis. Some of the important quality parameters that can be cut on are:

**Number of clusters:** Typically specified to e.g. number of TPC clusters or ITS clusters, this number contains information on how many clusters have been used to find the track. A large number of clusters signifies that the particle has been tracked in a large part of the detector, which in principle makes the tracking information more precise.

**$\chi^2$ per cluster:** This number is simply the $\chi^2$ of the fit divided by the number of clusters. A low $\chi^2$ generally means a better fit.

**Distance of closest approach (DCA):** DCA is how close the track is to the primary vertex of the collision, when extrapolated inwards to the IP. This is usually done either in the $z$-direction or as a 2D cut in the $(x, y)$-plane.

Furthermore, it is possible to remove tracks that appear to originate from weak decays by looking for a kink on the track, due to e.g. a kaon decaying to a muon and a neutrino. It is also possible to refit tracks from a single detector (e.g. the TPC) with the primary vertex or constrain them to tracks found with other detectors.

In this thesis, two types of tracks are considered: TPC-only tracks and hybrid tracks (see Section 6.6 for descriptions). The cuts for these two classes of tracks are determined centrally in
8.2 Detector Cuts

<table>
<thead>
<tr>
<th>Cut parameter</th>
<th>TPC-only</th>
<th>Hybrid tracks</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_T$</td>
<td>0.2–5.0 GeV/c</td>
<td>0.2–5.0 GeV/c</td>
</tr>
<tr>
<td>$\eta$</td>
<td>$</td>
<td>\eta</td>
</tr>
<tr>
<td>Min. # of TPC clusters</td>
<td>70</td>
<td>Max$(70, 70 + 1.5 \cdot p_T)$†</td>
</tr>
<tr>
<td>Max. $\chi^2$ per TPC cluster</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Max. DCA in $z$-direction</td>
<td>3.2 cm</td>
<td>3.2 cm</td>
</tr>
<tr>
<td>Max. DCA in $(x,y)$-plane</td>
<td>2.4 cm</td>
<td>2.4 cm</td>
</tr>
<tr>
<td>Max. fraction of shared TPC clusters</td>
<td>N/A</td>
<td>0.4</td>
</tr>
<tr>
<td>Remove decays</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Use only TPC clusters</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Refit to primary vertex</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Track combinations</td>
<td>N/A</td>
<td>Global</td>
</tr>
<tr>
<td>Refit to include ITS</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Max. $\chi^2$ per ITS cluster</td>
<td>N/A</td>
<td>36</td>
</tr>
<tr>
<td>Max. $\chi^2$ for TPC constrained to global tracks</td>
<td>N/A</td>
<td>36</td>
</tr>
<tr>
<td># of SPD clusters required:</td>
<td>N/A</td>
<td>any</td>
</tr>
</tbody>
</table>

Table 8.3: Comparison of track cuts between TPC-only and hybrid tracks. Since hybrid tracks are a combination of two different selections, the bottom part is split between the global tracks and TPC-only tracks. †: The cut is the highest number of the two inside the function.

ALICE by a dedicated working group and are summarized below. The track cuts may change with period or year due to changes in the detector settings. The track cuts for TPC-only tracks and hybrid tracks are shown and compared in Table 8.3. Most of the cut values used here are the standard cuts, but the $p_T$ cuts applied here are slightly more narrow. This is done to avoid contamination from jets and other hard processes.

The hybrid tracks are used as a systematic check (see Section 9.1). Two slightly different track selections are made for the hybrid tracks: one on global tracks and another on TPC-only tracks refitted to the primary vertex. This effectively means that in the areas where the ITS has full azimuthal coverage, the extra information from the ITS is used in the tracking. Whereas in the regions with non-uniform acceptance in the ITS, the standard TPC tracks refitted to the primary vertex is utilized. This ensures full azimuthal acceptance among the hybrid tracks.

In this analysis, tracks are only used for the reference flow measurement.

Extra Cuts for the SPD Cluster Analysis

For the differential flow estimated using SPD clusters, there is an extra cut on the $\eta$-coordinate of the tracks used for the reference flow, in order to avoid auto-correlations between clusters and tracks, as it cannot be done in the usual way of the Q-cumulants.

<table>
<thead>
<tr>
<th>SPD cluster region</th>
<th>Track cut</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta &lt; 0$</td>
<td>$\eta &gt; 0$</td>
</tr>
<tr>
<td>$\eta &gt; 0$</td>
<td>$\eta &lt; 0$</td>
</tr>
</tbody>
</table>

8.2.5 VZERO Amplitudes

The gains on the VZERO channels are individually set. This means that the same ADC count in two different channels does not correspond to the same number of charged-particle hits. In order to utilize the VZERO information in flow analysis it is necessary for the ADC values to be comparable across channels. To facilitate this, each channel is given an equalization factor.
First the raw ADC counts for each channel are plotted, as in Fig. 8.10a. From this, the mean ADC value of all the channels, $ADC_{\text{MEAN}}$, is calculated. Then the average ADC values for each of the 64 channels, $ADC_{\text{mean},i}$ (with $i$ being the channel number), are calculated. From these numbers the equalization factors, $f_{eq,i}$, are calculated as:

$$f_{eq,i} = \frac{ADC_{\text{mean},i}}{ADC_{\text{MEAN}}}.$$  \hspace{1cm} (8.2)

The equalization factors are shown in Fig. 8.10b. When using the VZERO information for flow analysis the ADC value of each channel is divided by the corresponding equalization factor for that channel. The result is shown in Fig. 8.11. In general the equalization factors may be run-dependent. However, for this analysis only the set of equalization factors shown in Fig. 8.10b are used. They are from a single run in the LHC10h period. It is shown in Section 8.9 that the VZERO measurements are very consistent for all the analyzed runs, which strongly suggests that it is not causing a significant bias to only apply one set of equalization factors for the entire LHC10h period.

### 8.3 Statistical Uncertainties

An unresolved issue with the Q-cumulant analysis, which was not discussed in Chapter 3 is that of statistical errors. In Appendix C in Ref. [58] analytical derivations of the statistical errors on the differential measurements of $v_n\{2\}$ and $v_n\{4\}$ are presented. It is, however, under the assumption of perfect azimuthal acceptance. It is shown that the equation to calculate the statistical uncertainty of:

$$v'_n\{4\} = \frac{2 \cdot \langle 2 \rangle \langle 2' \rangle - \langle 4' \rangle}{[2 \cdot \langle 2 \rangle - \langle 4 \rangle]^{3/4}},$$  \hspace{1cm} (8.3)

contains more than 30 different terms. Consequently, deriving the analytical equations in the case of a NUA - where the equations for $v_n\{2\}$ and $v_n\{4\}$ are already quite complex - is not feasible. The approach used here to estimate the statistical uncertainties is to divide the data-sample into sub-samples, $i$, and do a weighted average depending on the number of events, $N_{\text{evts},i}$, in each sub-sample:

$$\bar{v}_n = \frac{\sum_i (v_{n,i} N_{\text{evts},i})}{\sum_i N_{\text{evts},i}}.$$  \hspace{1cm} (8.4)
8.4 Acceptance

The statistical uncertainty is then found as the spread of the sub-samples around $\bar{v}_n$. In Fig. 8.12 a toy model with perfect azimuthal acceptance compares the statistical uncertainties of $v_n\{2\}$ and $v_n\{4\}$ between using the analytically derived equations and simply measuring the spread of $v_n$ from 20 sub-samples. While there are small discrepancies between the two methods, in general they are consistent in the estimate of statistical uncertainties.

The division into sub-samples comes naturally in this analysis. As mentioned in Section 8.1.3, the coverage of the detectors shifts with vertex, and, as is shown in Section 8.4, the acceptance is not uniform in either FMD or SPD. Consequently, in order for the non-uniform acceptance (NUA) corrections derived in Chapter 3 to work as intended, the analysis is done in 20 vertex bins, each with a width of 1 cm to keep the acceptance constant. The mean $\bar{v}_n$ of the vertex bins is then found using Eq. (8.4), and the statistical error is the spread of the individual vertex bin measurements around this mean.

8.4 Acceptance

While both the SPD and FMD were designed with full azimuthal coverage in mind, in reality both suffer from a few gaps, as can be seen in Fig. 8.13. For the FMD, a chip is no longer working in FMD1. In FMD2i a chip is masked out as its signal is getting closer and closer to the pedestal noise. In addition, a few single channels are no longer working, but those are far enough apart not to be clearly visible in the figure. For the 2010 and 2011 data-taking periods, the SPD suffered from having some of its cooling pipes blocked by deposits in inaccessible regions. The issue is now fixed by a complex procedure involving inserting drilling rods in the pipes. For the data analyzed here, several sections were turned off due to not being cooled down, and thus risking overheating if turned on. Figures similar to Fig. 8.13 in 2 cm $v_z$ ranges from $-10$ cm to $+10$ cm are shown in Appendix C.3 where the shift in coverage with $v_z$ is clearly visible.

When Eqs. (3.97) and (3.126) are applied to $v_n\{2\}$ and $v_n\{4\}$ respectively (in vertex-bins of
Figure 8.12: A comparison between the analytical equations for statistical uncertainties (boxes) and a method where the data is divided into 20 samples and the error is estimated from the spread of these (lines). Input values are given by the dotted lines ($v_2 = 0.10$, $v_3 = 0.07$ and $v_4 = 0.03$). The two approaches to estimating the statistical uncertainties approximately agree.

Figure 8.13: ($\eta, \varphi$)-coverage of the FMD and SPD for vertices in the range $0 \text{ cm} < v_z < 2 \text{ cm}$. Blue colors are FMD3 inner and outer, black is SPD, green are FMD2 inner and outer, and red is FMD1. For more vertex ranges see Appendix C.3.
1 cm) all effects from the NUA are removed and no acceptance-related issues are observed in the final results.

8.5 Secondary Particles in ALICE

This analysis utilizes several detectors that are not capable of tracking particles. In particular, the FMD and the VZERO cannot track particles since they are single layer detectors, and there are no other detectors in ALICE with similar coverage that can do tracking. For the SPD it is possible to use tracklets because of its two layers of silicon. However, in order to get a wide enough $\eta$-coverage to match up with the FMD or VZERO, only the inner layer provides enough coverage, which also removes the tracking options when using the SPD. Consequently, all of the detectors used for the differential flow analysis rely on measurements of charged-particle hits. This means that it is not possible to find the origin of the particles detected and thus it is not possible to distinguish secondary particles, created from particle interactions with material or decays, from the primary particles of interest for the flow analysis.

While the most central region of ALICE is designed with a low material density, many of the cooling and support structures for the central detectors are placed in front of the FMD and VZERO. This has the consequence that both detectors are hit by a large number of secondary particles. In Fig. 8.14 a MC generator with GEANT3 as the transport code has been used to estimate the origins of the secondary particles hitting the FMD. In the figure it is seen that the six ITS layers and corresponding support structures are relatively big contributors. Similarly, the beam-pipe and support structures on the beam-pipe are responsible for a large fraction of the secondary particles hitting the SPD.

It should be noted that Fig. 8.14 does not contain any information on how many secondary particles hit the detector. Figure 8.15 on the other hand shows the multiplicity-densities of charged particles hitting the FMD and SPD in a HIJING simulation with GEANT3 as transport code. The figures shows the 0–5% most central events, but the scale is actually not important. What is important is the relative contributions to the number of observed charged particles. The gray distribution shows the primary charged particles. The other distributions are all secondary particles with various origins. Once again the ITS and the beam-pipe are observed to be the main contributors. At the maximum, there are twice as many secondary particles hitting the FMD, as there are primary particles. For the SPD the situation is less serious, with generally less than 10% of the particles not originating directly from the primary vertex.

For multiplicity analyzes, Fig. 8.15 gives direct information on how the secondary particles are going to affect the measurement. For flow analysis the answer is not as straightforward. If the secondary particles keep the direction of the original (mother) particle, the underlying $v_n$ signal does not change. This means that multi-particle measurements would be completely unaffected by the secondary particles. Two-particle techniques would be sensitive to the non-flow of the secondary particles, as they are sometimes created in pairs. Similarly, the increased multiplicity would rescale the non-flow contribution accordingly. Once again a MC simulation using GEANT3 as transport code is used to estimate what the effects really looks like. The result is shown in Fig. 8.16 for the FMD, where the difference in azimuthal angle of a particle, $\Delta \varphi$ is defined as:

$$\Delta \varphi = \varphi_{hit} - \varphi_{mother},$$

(8.5)

where $\varphi_{hit}$ is the azimuthal angle where the particle hit the detector and $\varphi_{mother}$ is the azimuthal angle of the original, primary particle produced in the collision. The distribution is well fitted by a sum of two Lorentzian functions\(^3\) and a constant. The most narrow Lorentzian contains 70.2% of the particles. The second, wider Lorentzian accounts for 25.8% of the particles. Such

---

\(^3\)A function of the form $f(x) = N/(1 + (x\sigma)^2)$ where $N$ is a normalization factor and $\sigma$ is a width.
Figure 8.14: Origins of secondary particles hitting FMD2 and FMD3. The six ITS layers at $r = 3.9, 7.6, 15.0, 23.9, 38.0$ and $43.0\text{ cm}$ are clearly visible. The support structure of the ITS is also seen to be a big contributor as well as the beam-pipe and related structures at $r = 3.0\text{ cm}$.

Figure 8.15: Multiplicity densities of charged particles hitting the SPD and FMD in a HIJING simulation with GEANT3 as transport code for 0–5% central events. In some regions there are twice as many secondary charged particles hitting the FMD, as there are primary.
8.6 Non-Flow Estimation

In Section 2.4 the various sources of non-flow contributing to the two-particle-measurements were discussed. Above it was shown that, additionally, a large number of secondary particles affect the signal and that these contain non-flow. Thus, it is necessary to apply a non-flow
Analysis

Figure 8.17: Toy model estimating the effect of $\varphi$-scattering on different harmonics, using the distribution in Fig. 8.16 as the smearing function. The reduction can also be calculated directly using Eq. (8.6). The signal is found to be increasingly suppressed in higher harmonics.

correction to the measurements to remove the standard non-flow as well as the non-flow in the secondary particles. In addition, the reconstructed signals of the MC used for the secondary particle correction contains the same non-flow bias as the real data and therefore also needs to be non-flow corrected. The ordering of the MC correction and the non-flow correction is important; first the non-flow correction is applied to data and MC and then the MC correction is applied to the data.

The non-flow correction can be either based on a HIJING simulation or by using the measurements from pp collisions at the same energy, both of which are assumed to only contain non-flow correlations. The non-flow corrections can be rescaled according to the multiplicity dependence found in Section 3.4.5 which is necessary when using pp collisions:

$$\frac{c_n\{2\}}{c_n\{2\}} = \frac{c_n\{2\}}{c_n\{2\}} - \frac{M^{nf}}{M^{obs}} \delta_n,$$

$$\frac{d_n\{2\}}{d_n\{2\}} = \frac{d_n\{2\}}{d_n\{2\}} - \frac{M^{nf}}{M^{obs}} \delta'_n,$$

where superscript $nf$-corr implies the non-flow corrected measurement, superscript $obs$ is the observed signal in either data or a MC model containing flow and $\delta_n$ and $\delta'_n$ are non-flow corrections derived from either HIJING or pp collisions. In the case of the rapidity-gap method using three correlators (see Section 3.4.3), there are two different $d_n\{2\}$ terms and each is corrected for non-flow separately, if the gap is not large enough to remove all the non-flow correlations.

Since some of the non-flow observed is coming from secondary particles, the non-flow correction depends on what material is in front of the detector. Consequently, the corrections to the differential measurements have a vertex dependence, see Fig. 8.18 for an example of the correction to $\delta'_2$ in the 70–80% central events according to HIJING. The vertex dependence is clearly observed. The reference flow is taken over an entire detector, in which case the effect
Figure 8.18: Non-flow correction to $v_2^2$ per vertex for the 70–80% central events for the FMD and SPD, obtained from HIJING. The vertex dependence is seen as the systematic variation of the distributions. Statistical errors are not shown due to readability, but they are smaller than the vertex variations. The bottom plot is a ratio to the corrections averaged over all vertices. It is seen that the non-flow changes significantly with vertex (more than a factor of 2).

8.7 Monte Carlo Correction

For this analysis an effective MC-based correction derived from a simulation containing flow is applied to the data, such that:

$$v_n^{corr} = \frac{v_n^{MC,prim}}{v_n^{MC,obs}} v_n^{data,obs}$$

(8.9)
where \( v_n^{MC,\text{prim}} \) is the result of the flow analysis on primary tracks from the primary particles in a simulation, \( v_n^{MC,\text{obs}} \) is the results from the full detector simulation and response in the same MC, finally \( v_n^{\text{data,obs}} \) is the measurement from real collision data, and \( v_n^{corr} \) is the final result - which is the best estimate of the collective flow of the primary particles in the actual collision. In the equation, all of the input values have already had a non-flow correction applied. This equation assumes linearity, which is verified by the fact that the (non-flow corrected) corrections are centrality independent, even though \( v_n \) is not.

The corrections are made for each vertex, but averaged over centrality to reduce statistical uncertainties. It is found that in order to get statistically stable results, at least 100k events in a single centrality bin is required for centralities \(< 50\%\). More events are necessary for the more peripheral events. Running a full simulation with an event-generator and a transport code including all of the ALICE detector systems requires massive amounts of CPU resources. Thus, these simulations are made centrally on the ALICE grid network. Yet even there, resources are limited. Consequently, there are only two available simulations containing flow for this analysis to use for the MC correction. One of the simulations is an AMPT simulation with 100k events available in each of nine centrality bins ranging from 0–5% to 70–80%. With the exception of the 40–50% bin, which contains 500k events. The second available simulation is an AliGenTunedOnPbPb simulation where 500k events are available for the 0–5% centrality bin and one million events available for the 40–50% centrality bin, but with only those two centralities available.

The fact that there are two different simulations available allows for an important systematic check on any model dependence the MC correction might have, see Section 9.2. However, another key point sets the two simulations apart. The AMPT simulation was produced in the beginning of 2012, while the AliGenTunedOnPbPb simulation was produced in the summer of 2014. Due to known issues with the description of the ALICE detectors in AliRoot (see Section 7.6), the geometry used for the AMPT simulation is known to underestimate the secondary particle production by about 10–15% in the regions around \(|\eta|=2\). In order to obtain the best possible result, the AliGenTunedOnPbPb simulation is used for the actual results, while the AMPT simulation is considered for systematic checks.

Since the AliGenTunedOnPbPb simulation only contains two centralities, it is vital that the non-flow correction removes any centrality dependence, as suggested in Section 8.6. This is best tested in the AMPT production, as a much wider centrality range is available in that simulation.
The correction factor, \( v_n^{MC,prim} / v_n^{MC,obs} \) for a range of centralities where statistically stable results are available is shown in Fig. 8.20. No centrality dependence is observed. For the actual corrections applied to the data from AliGenTunedOnPbPb, the correction factors for each of the two centralities are shown in Appendix C.5 for \( v_2 \), \( v_3 \) and \( v_4 \) for both the two- and four-particle cumulant. The centrality averaged corrections are shown in Fig. 8.21. It is important to note that the corrections for \( v_n\{2\} \) are identical to those for \( v_n\{4\} \). This suggests that after the non-flow corrections, the effect of secondaries depends on \( v_n \) only. In addition, the shape of the \( dN/d\eta \)-distribution of the secondary particles shown in Fig. 8.15 is easily recognizable in the shape of the correction factors of all the flow observables. Finally, the average corrections appear to be consistent with the predictions from the toy-model above.

In all of the above figures the correction factors are also averaged over vertex. This is done for visual purposes only. In the actual analysis, the correction factors are calculated for each vertex-bin, as the different material that is traversed at different vertices make the correction factors vertex dependent - just as was the case for the non-flow correction to the differential flow.

An equation for estimating the magnitude of the MC correction was given in Eq. (8.6). By estimating the \( \Delta \phi \)-distributions like in Fig. 8.16 but in \( \eta \)-bins, it is possible to calculate the contribution to the effective MC correction coming directly from the \( \phi \)-scattering. Since the effective MC corrections also contain effects from detector segmentation it is necessary to factor in this effect to do a comparison. The effects from detector segmentation are discussed in Sections 3.4.8 and 8.8. Taking both of these effects into account, in Fig. 8.22 the \( \eta \)-dependent MC corrections are calculated and compared to the effective corrections. With the exception of a single point in the \( v_4\{2\} \) correction, there is agreement within 10%. For SPD it is closer to 5%. The calculated values only take the \( \phi \)-scattering and the detector segmentation into account. This means that e.g. \( \eta \)-scattering is not taken into account. Due to the \( \eta \)-dependence of the flow, this likely to explain some of the discrepancies away from mid-rapidity.
Figure 8.21: Vertex- and centrality-averaged MC corrections based on AliGenTunedOnPbPb. In the analysis the applied corrections are not vertex-averaged.

Figure 8.22: Comparison between effective MC corrections derived from AliGenTunedOnPbPb and a calculated MC corrections based on $\Delta \phi$-distributions from MC, using Eq. (8.6) and taking into account the reduction of the signal caused by detector segmentation.
Detector Segmentation

Detector segmentation is important to consider in the case of the FMD (20 \( \phi \)-sectors) and the VZERO (8 \( \phi \)-sectors). For the FMD Eq. (3.129) can be used, as flow harmonics of \( v_{10} \) and higher can safely be assumed to be zero \[139\]. The calculations show that the observed values of \( v_2 \) are suppressed by 1.64\%. Similarly the bias is 3.66\% for \( v_3 \) and 6.45\% for \( v_4 \). For VZERO elliptic and triangular flow can still be estimated approximately from Eq. (3.129) as \( v_2 \gg v_6 \) and \( v_3 \gg v_5 \). In particular \( v_3 \gg v_5 \) is not completely true, but near enough to get a rough estimate. This yields a bias of 10\% and 22\% for \( v_2 \) and \( v_3 \) respectively. For \( v_4 \{2\} \) it is necessary to use Eq. (3.130), which for \( n = N/2 \)

\[
E\left[<v_{N/2}>\right] = \sqrt{2} \cdot v_{N/2} \sin \left(\frac{\pi}{2}\right) = v_{N/2},
\]

yielding a suppression of 10\% for the \( v_4 \) measurement in the VZERO detector. While it is possible to approximately calculate these corrections, in the actual analysis the correction for detector segmentation is applied together with the MC correction for secondary particles. This is due to the construction of the MC correction factors in Eq. (8.9). In the correction factor, \( v'^{MC,obs}_n \) is biased from detector segmentation, while \( v'^{MC,prim}_n \) is not due to the high precision information available on MC particles. Consequently, the segmentation correction is actually built into the MC correction, without the need for explicit calculations such as the above.

Trending

The choice of dataset and event selection was discussed in Section 8.1. When combining data over a period of running it is important to study if the detector performance is constant over the entire period. The integrated flow values of \( v_2 \{2\} \) and \( v_2 \{4\} \) for the Pb–Pb runs in the LHC10h period analyzed here is shown vs. run number in so-called trending-plots in Figs. 8.23a and 8.23b. In the figures the measurements are averaged over the 0–80\% centrality range and fitted with a constant function. The reduced \( \chi^2 \) is given in the legend. For all detectors a constant performance over the entire period is observed.

Results

Applying the non-flow corrections as well as the MC corrections shown in Fig. 8.21 to the data allows for a first look at the results. In the final results, the overlap of the SPD and FMD coverage in the regions \( 1.75 < |\eta| < 2.0 \) are calculated as a weighted average between the two detectors. However, in Fig. 8.15 it is found that for the FMD in these regions there are more secondary particles than primary particles. For the SPD there is only about 10\% the amount of secondaries as there are primaries. This means that before the MC correction is applied the two detectors observe different values for the flow. This is shown in Fig. 8.25. After all the corrections are applied there is a much better agreement between the two detectors, shown for the 30–40\% central events in Fig. 8.24. Plots for two more centralities are available in Appendix C.6. This strongly suggests that the biases are well understood and properly corrected for in this analysis. An overview of all the centralities analyzed here is shown in Fig. 8.26, although only statistical errors are shown, as systematic uncertainties are only calculated in the next chapter. The results shown here use TPC-only tracks for reference flow and FMD and SPD clusters for the differential
flow. For the analyzes with other setups, including hybrid tracks or the VZERO as well as those employing rapidity-gaps, see Chapters 9 and 10.

For $v_2\{2\}$ and $v_3\{2\}$ all centrality-bins in the range 0–80% are shown and yield statistically stable results. For $v_4\{2\}$ only results up to 60% in centrality are statistically stable. The reason for the 60–80% results being unstable for $v_4$ only can be attributed to the fact that the signal is so much smaller than $v_2$ and $v_3$, which, combined with the very low multiplicities of peripheral events, does not yield a high enough resolution for a $v_4$ estimate. Similarly, multi-particle measurements require many more particles to obtain a decent resolution. Thus, only $v_2\{4\}$ is statistically stable, and even that only up to 50% in centrality. It should be noted that in the AliGenTunedOnPbPb simulation it is possible to get statistically stable results for $v_3\{4\}$ as is shown in Fig. 8.21. This is due to the simplicity of the flow signal in that particular simulation, as it does not contain multiplicity and flow fluctuations it is easier to get statistically stable results.

Figure 8.23

Figure 8.24: Overlap between FMD and SPD after all corrections for 30–40% central events. A good agreement is observed.
Figure 8.25: Raw measurements for $v_2(2)$, $v_3(2)$, $v_4(2)$, and $v_2(4)$ obtained with TPC-only tracks for reference flow and SPD (open markers) and FMD (full markers) clusters for differential flow. Neither non-flow nor MC correction has been applied.
Figure 8.26: Corrected results for $v^2$, $v^3$, $v^4$ and $v^2/3$ for (a) $v^2$ and (b) $v^3$ of SPD only obtained with TPC-only tracks for reference flow and SPD and FMD clusters for differential flow. Only statistical errors are shown. For centrality bins where one or more observable is missing, the corresponding observable is not found to be statistically stable.

This work
Chapter 9

Systematic Uncertainties

There are four sources of systematic uncertainties for the two-particle measurements and three sources for the four-particle measurement. The sources are:

**Track selection** In this analysis tracks are only used for reference flow. To test how sensitive the results are to the choice of reference particles, a cross-check using hybrid tracks is performed.

**Model dependence of MC correction** The MC correction should only depend on the effect of the secondary particle production on the flow signal. To verify this, a correction derived from an AMPT simulation is compared to the AliGenTunedOnPbPb-based correction.

**Material description** Also with respect to the MC correction, the amount of material, or the density of the material, traversed by the particles plays an important role. To test how sensitive the MC correction is to the density of the material, two HIJING productions with ±7% material density, respectively, are applied with a flow afterburner, and the differences in the measured flow is tested.

**Non-flow correction** The non-flow correction is obtained from subtracting non-flow measured with HIJING. This is cross-checked using pp collision data to subtract the flow and by comparing with results from an analysis with a large rapidity gap.

This chapter only describes cross-checks that contribute to the total systematic uncertainty. For other comparisons, e.g. with using the VZERO detector instead of the FMD, see Chapter 10.

First, the contribution to the systematic uncertainties from each of the four sources is described in detail. Then, at the end of the chapter, the values are all combined in tables and the total systematic uncertainty is calculated.

### 9.1 Track Selection

For the results presented here TPC-only tracks are used. To estimate the dependence of the result on the choice of reference particles, an analysis is made where hybrid tracks are used instead. See Section 6.6 for a definition of the different track types. The cuts on the tracks are described in Section 8.2.4. A direct comparison is shown on the top of Fig. 9.1. Open markers are using hybrid tracks, while full markers use TPC-only tracks. The ratio is shown in the bottom of the figure. There are three sets of dashed lines representing three different systematic uncertainties. The inner set of dashed lines ranging from 5–80% is the systematic uncertainty assigned to $v_2$ and $v_3$ for centralities larger than 5% and for $v_4$ for centralities larger than 30% (2% systematic uncertainty). The next set is for $v_2$ and $v_3$ with centrality in the range 0–5% (4% systematic uncertainty). The outer set is for the maximum value for the $v_4$ uncertainty in
Figure 9.1: Different choice of tracks for the reference flow. Systematic uncertainties assigned: \( v_2 \) and \( v_3 \): 0–5% central: 4%, 5–80% central: 2%. \( v_4 \): 0–30% central: 3%–6%, 30–60% central: 2%.

9.2 Model Dependence

The correction for secondary particles is only feasible if it is not dependent on the underlying flow. After the non-flow correction is applied, it should only depend on how the secondary particles suppress the flow signal. To test this two different models are compared. The AliGenTunedOnPbPb-based correction that is used for the final results is compared to one based on an AMPT simulation. One thing to note is that the two simulations were run two years apart. During that time, the geometry description of ALICE in the software improved significantly. Particularly the ITS and support structures were updated, which affects the FMD correction around \( |\eta| \approx 2 \). This means that deviation in those regions are more likely to be caused by a shifting or addition of material, than a strong dependence on the underlying model. A comparison between the two corrections is shown in Fig. 9.2. In the figure a large discrepancy of up to 15% is observed around \( |\eta| \approx 2 \). Away from these regions, the difference is within 5% for \( v_2 \{2\} \) and \( v_2 \{4\} \) (inner dashed lines) and within 7% for \( v_3 \{2\} \) and \( v_4 \{2\} \) (outer dashed lines). These values are assigned as the systematic uncertainties on the model dependence. It should
Figure 9.2: Comparison of MC correction for secondary particles derived with AMPT and AliGenTunedOnPbPb. The corrections shown here have been averaged over centrality and then vertex. For the actual analysis the corrections are done for each vertex. Systematic uncertainties assigned: $v_2(2)$ and $v_2(4)$: 5%, $v_3(2)$ and $v_4(2)$: 7%.

be noted that the corrections in the figure are averaged over all vertices, while they are applied per vertex to the actual analysis results. This is done for visual purposes only, as the variations remain the same as with the corrections calculated per vertex.

The systematic uncertainty assigned to the model dependence ignores the 15% variation as the geometry in AliGenTunedOnPbPb simulation is known to be better than the one in the AMPT simulations. Similarly, in Fig. 8.24 it was shown that using the correction from AliGenTunedOnPbPb there is a good agreement between the FMD and SPD in the overlap regions, suggesting that the description used for the AliGenTunedOnPbPb results is close to the true geometry.

9.3 Material Description

The largest correction applied in this analysis stems from the secondary particles hitting the detectors (see Fig. 8.15). Consequently there is a strong dependence on a correct description of the experiment in the software used for simulations. However, it is known that the current description is not perfect, although much improved in recent years. To estimate the sensitivity of
the analysis to the amount of material in front of the detectors, three HIJING simulations with: normal, +7% material density and −7% material density, respectively, are utilized. In this case, to introduce flow in the events, an afterburner is applied to the tracks, MC particles and track references from particle hits in the FMD and SPD (see Section 7.5.1). The results are shown in Fig. 9.3, where it is seen that the analysis is in fact not very sensitive to density variations in the material. In the figure, there are separate systematic uncertainties for the SPD and FMD, as the FMD is affected more than the SPD due to the much larger number of secondary particles hitting it. The assigned systematics for the detectors are 4% and 3% respectively.

This is in slight contradiction with what was seen in Fig. 9.2, where the big differences around \(|\eta| \approx 2\) were attributed to a change in the geometry between the two productions. This can be understood as the analysis having a larger sensitivity to the position of the material, but less so to the density. This is not entirely intuitive, but as flow analysis is a measure of relative multiplicities it does provide an explanation. The agreement between the SPD and FMD after all the corrections are applied suggests that this issue is under control.

9.4 Non-Flow Correction

Since only the two-particle measurements are affected by non-flow, the non-flow related systematics discussed here only apply to those results. In general, the non-flow correction is the largest contributor to the systematic uncertainties. For this cross-check an analysis is used, where a rapidity-gap of \(|\Delta \eta| > 2.0\) is used. The method is the three-sub-event method discussed in Section 3.4.3. A problem with this approach is that the rapidity-gap analysis does not select a large number of particles, which results in statistically unstable result for centralities where the track-based results are still stable. In fact \(v_4\) is not even statistically stable with this method. As a further cross-check, measurements from pp collisions at \(\sqrt{s} = 2.76\) TeV is also used. For the pp-based correction, the multiplicity scaling of non-flow is used. This also makes it applicable for all centralities. The results are shown in Figs. 9.4 to 9.6. For the \(v_2\) results inner dotted lines are for systematic uncertainties in the range 0–60%, outer dotted lines are for 60–80%. For \(v_3\) and \(v_4\) all centralities have the same systematic uncertainty.
Figure 9.4: $v_2\{2\}$ with non-flow removed using HIJING compared to $v_2\{2,|\Delta \eta| > 2.0\}$ and using pp collisions. Systematic uncertainties assigned: 0–60% central: 6%, 60–80% central: 10%.

Figure 9.5: $v_3\{2\}$ with non-flow removed using HIJING compared to $v_3\{2,|\Delta \eta| > 2.0\}$ and using pp collisions. Systematic uncertainties assigned: 10%.

Figure 9.6: $v_4\{2\}$ with non-flow removed using HIJING compared to using pp collisions. Linear fits are added to guide the eyes. Systematic uncertainties assigned: 10%.
## 9.5 Summary of Systematic Uncertainties

All the above uncertainties are assumed to be independent. In this section they are summarized and added in quadrature. In principle, the HIJING simulation used to correct for non-flow also depends on the material used, leading to some degree of correlation between the non-flow correction uncertainty and the material description uncertainty. However, it is difficult to estimate exactly how big this correlations is. If it is assumed to be 100%, the effect would be largest for $v_2\{2\}$, where it would change the total systematic uncertainty to 9% for the FMD (down from 10%). Since the net effect is small, and it is unlikely that the two uncertainties are actually 100% correlated, it is assumed that the two uncertainties are uncorrelated (giving the slightly larger net uncertainty).

### 9.5.1 $v_2\{2\}$

<table>
<thead>
<tr>
<th>Source</th>
<th>Centrality</th>
<th>SPD</th>
<th>FMD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference track choice</td>
<td>0–5%</td>
<td>4%</td>
<td>4%</td>
</tr>
<tr>
<td></td>
<td>5–80%</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>Model dependence</td>
<td>All</td>
<td>5%</td>
<td>5%</td>
</tr>
<tr>
<td>Material description</td>
<td>All</td>
<td>3%</td>
<td>4%</td>
</tr>
<tr>
<td>Non-flow correction</td>
<td>0–60%</td>
<td>6%</td>
<td>6%</td>
</tr>
<tr>
<td></td>
<td>60–80%</td>
<td>10%</td>
<td>10%</td>
</tr>
<tr>
<td>Total</td>
<td>0–5%</td>
<td>9%</td>
<td>10%</td>
</tr>
<tr>
<td></td>
<td>5–60%</td>
<td>9%</td>
<td>9%</td>
</tr>
<tr>
<td></td>
<td>60–80%</td>
<td>12%</td>
<td>12%</td>
</tr>
</tbody>
</table>

### 9.5.2 $v_3\{2\}$

<table>
<thead>
<tr>
<th>Source</th>
<th>Centrality</th>
<th>SPD</th>
<th>FMD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference track choice</td>
<td>0–5%</td>
<td>4%</td>
<td>4%</td>
</tr>
<tr>
<td></td>
<td>5–80%</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>Model dependence</td>
<td>All</td>
<td>5%</td>
<td>5%</td>
</tr>
<tr>
<td>Material description</td>
<td>All</td>
<td>3%</td>
<td>4%</td>
</tr>
<tr>
<td>Non-flow correction</td>
<td>All</td>
<td>10%</td>
<td>10%</td>
</tr>
<tr>
<td>Total</td>
<td>0–5%</td>
<td>12%</td>
<td>13%</td>
</tr>
<tr>
<td></td>
<td>5–80%</td>
<td>12%</td>
<td>13%</td>
</tr>
</tbody>
</table>

### 9.5.3 $v_4\{2\}$

<table>
<thead>
<tr>
<th>Source</th>
<th>Centrality</th>
<th>SPD</th>
<th>FMD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference track choice</td>
<td>0–5%</td>
<td>6%</td>
<td>6%</td>
</tr>
<tr>
<td></td>
<td>5–10%</td>
<td>5%</td>
<td>5%</td>
</tr>
<tr>
<td></td>
<td>10–20%</td>
<td>4%</td>
<td>4%</td>
</tr>
<tr>
<td></td>
<td>20–30%</td>
<td>3%</td>
<td>3%</td>
</tr>
<tr>
<td></td>
<td>30–60%</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>Model dependence</td>
<td>All</td>
<td>7%</td>
<td>7%</td>
</tr>
<tr>
<td>Material description</td>
<td>All</td>
<td>3%</td>
<td>4%</td>
</tr>
<tr>
<td>Non-flow correction</td>
<td>All</td>
<td>10%</td>
<td>10%</td>
</tr>
<tr>
<td>Total</td>
<td>0–5%</td>
<td>14%</td>
<td>14%</td>
</tr>
<tr>
<td></td>
<td>5–10%</td>
<td>14%</td>
<td>14%</td>
</tr>
<tr>
<td></td>
<td>10–20%</td>
<td>13%</td>
<td>13%</td>
</tr>
<tr>
<td></td>
<td>20–30%</td>
<td>13%</td>
<td>13%</td>
</tr>
<tr>
<td></td>
<td>30–60%</td>
<td>13%</td>
<td>13%</td>
</tr>
</tbody>
</table>

### 9.5.4 $v_2\{4\}$

<table>
<thead>
<tr>
<th>Source</th>
<th>Centrality</th>
<th>SPD</th>
<th>FMD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference track choice</td>
<td>0–5%</td>
<td>4%</td>
<td>4%</td>
</tr>
<tr>
<td></td>
<td>5–80%</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>Model dependence</td>
<td>All</td>
<td>5%</td>
<td>5%</td>
</tr>
<tr>
<td>Material description</td>
<td>All</td>
<td>3%</td>
<td>4%</td>
</tr>
<tr>
<td>Total</td>
<td>0–5%</td>
<td>7%</td>
<td>8%</td>
</tr>
<tr>
<td></td>
<td>5–50%</td>
<td>6%</td>
<td>6%</td>
</tr>
</tbody>
</table>
Chapter 10

Results

In this chapter the final results are presented with the systematic uncertainties applied. The results are compared to other ALICE measurements for a final consistency check. This analysis is also compared to results from other experiments at LHC and at RHIC at lower energies. Finally, comparisons to the AMPT model is presented. For all plots presented here, the thin errors bars represent $1\sigma$ statistical errors and the wide error bars with faded colors are $1\sigma$ systematic error bars, unless otherwise noted.

10.1 Complete Results

In Fig. 10.1 the results from Fig. 8.26 are shown with the systematic uncertainties found in Section 9.5 applied. It is observed that the shape of $v_n$ vs. $\eta$ is extremely similar between the harmonics measured here. The ratios $v_3/v_2$, $v_4/v_2$ and $v_4/v_3$ are shown in Fig. 10.3, where all three harmonics appear to have the same $\eta$-dependence. Similarly, the relative $\eta$-dependence does not change significantly between the most central events (0–5%) and more peripheral (50–60%), this is shown in Fig. 10.4. As expected from the calculations of the fluctuation bias to the two- and four-particle cumulants, $v_2\{2\}$ (enhanced by fluctuations) is found to be consistently larger than $v_2\{4\}$ (suppressed by fluctuations). Each of the centrality-bins considered here are shown in a larger version in Appendix D.1. Taking into account that it is a symmetric collision system, calculating $v_n(\eta)$ as the weighted average from negative and positive $\eta$ may improve the measurement. The results, using the symmetry around $\eta = 0$ is shown in Fig. 10.2, where slightly more smooth distributions are seen.

10.2 Comparison to Other ALICE Measurements

This section contains comparisons to other ALICE measurements. Some are from published results using TPC-only tracks. Others are also part of this analysis, but utilizing other detectors for either the reference or differential flow measurement.

10.2.1 Comparison to TPC Published Results

Many flow results have been published using TPC-only tracks. One of the arguments for using the tracks for the reference flow in this analysis is that the flow in the TPC-only tracks is well known from other analyses. Thus, the results obtained here should also be consistent with the published values. The reference flow obtained with TPC-only tracks in this analysis is compared to the two-particle cumulant results presented in Ref. [140] and the four-particle results presented in Ref. [74]. The measurements are compared in Fig. 10.5 and a good agreement is observed.
Figure 10.1: Overview of final results including systematic uncertainties. Statistical errors are shown as thin error bars, systematic uncertainties as thick lines.
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Figure 10.2: Overview of final results where the regions with coverage in both $\eta$ and $-\eta$ are made symmetrical. Including systematic uncertainties. Statistical errors are shown as thin error bars, systematic uncertainties as thick lines.
Figure 10.3: Ratios of $v_3/v_2$, $v_4/v_2$ and $v_4/v_3$ show that the $\eta$-dependence for all three harmonics is very similar. In the bottom plot all three ratios are rescaled for better comparison. Shown here for 30–40% central events, other centralities yield similar results.

Figure 10.4: Ration between very central events (0–5%) and more peripheral (50–60%) reveal that the relative $\eta$-dependence of all the observables does not change significantly with centrality. The $v_2\{2\}$ results are rescaled by a factor 3 for better comparison between the harmonics.
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Figure 10.5: $v_2 \{2\}$, $v_3 \{2\}$, $v_4 \{2\}$ and $v_2 \{4\}$ of the reference flow measured using TPC-only tracks for this analysis compared to previously published results \cite{74, 140}. With transverse momentum cut $0.2 < p_T < 5.0 \text{ GeV/c}$. Only statistical errors are shown. A good agreement is observed.

The TPC-only tracks are measured in the range $0.2 < p_T < 5.0 \text{ GeV/c}$. These values can be extrapolated to 0 GeV/c and then compared to the SPD results from this analysis at mid-rapidity. This is done using fits to the charged particle spectra results from ALICE. The TPC results for $v_2\{EP, |\Delta \eta| > 2\}$, $v_3\{EP, |\Delta \eta| > 2\}$, and $v_2\{4\}$ are obtained from the event plane analysis in Ref. \cite{141}. The $v_4\{2, |\Delta \eta| > 1\}$ results are the two-particle cumulant results from Ref. \cite{140}, which unfortunately only contains results in two centrality bins for the $p_T$-dependence, which is necessary for the extrapolation. For the differential flow, a plot of $v_n$ vs. centrality is shown in Fig. 10.6 where a very good agreement is observed between this analysis and the extrapolated TPC-only results. A more detailed look is available in Figs. 10.7a, 10.7b, 10.8a and 10.8b which gives a consistent picture. Overall, this suggests that the results at mid-rapidity are consistent within ALICE.

10.2.2 Using the VZERO at Forward Rapidity

The VZERO is the only other detector to cover approximately the same $\eta$-region as the FMD, making it the only choice for an independent cross-check of the forward-rapidity region. A ratio between using the VZERO and using the FMD is shown for a representative centrality (10–20%) in Fig. 10.9. An overview of the measurement for all centralities is shown in Appendix D.2. One of the rings is completely off, by almost a factor 2. This is not fully understood, but appears to be a VZERO issue, as the flow in that ring is consistently larger than in all the others. Considering that the VZERO results are obtained with only eight $\varphi$-segments and a simple gain-matching algorithm applied to the signal, the agreement is quite good for the other seven rings. This is an important cross-check for the FMD results, where other comparisons are not possible. The fact that the two measurements are mostly consistent is a very significant result.
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Figure 10.6: $v_2\{2\}$, $v_3\{2\}$, $v_4\{2\}$ and $v_2\{4\}$ integrated for $|\eta| < 1.0$ including systematic uncertainties, compared to published TPC track results extrapolated to $p_T = 0$ GeV/c.

(a) $v_2\{2\}$ vs. $\eta$ compared to extrapolated TPC-only track results. A good agreement is observed for all centralities.

(b) $v_2\{4\}$ vs. $\eta$ compared to extrapolated TPC-only track results. A good agreement is observed.
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(a) $v_2(2)$ vs. $\eta$ compared to extrapolated TPC-only track results. A good agreement is observed for all centralities.

(b) $v_4(2)$ vs. $\eta$ compared to extrapolated TPC-only track results. A good agreement is observed for the 30–40% centrality bin. A jump is observed for 0–5%, but there is still agreement in the overlap region.

Figure 10.8

Figure 10.9: Ratio between using the VZERO and the FMD in the forward regions. Here shown for the 10–20% most central events. The ratios between the measurements are similar in all centralities.
10.2.3 Changing the Reference Detector

While using tracks from mid-rapidity for the reference flow measurement has many advantages, also using them for the reference measurement at forward-rapidities does make the analysis susceptible to effect from symmetry plane fluctuations (see Section 3.4.10). While the bias to the Q-cumulants method from symmetry plane fluctuations has not yet been studied in detail (Section 3.4.11), if they are significant in this analysis, they might be observed by changing the detector used for the reference flow. In this case, instead of using tracks, the SPD clusters are used for both reference flow and differential flow in the SPD region. Similarly, the FMD is used for both reference and differential flow in the FMD regions. If symmetry plane fluctuations cause a significant bias, the effect should be most clearly seen in the FMD, where the results using tracks should be systematically lower. The ratio between the measurements for the 10–20% most central events is presented in Fig. 10.10 where a very good agreement is observed. This is similar for all centralities, except for $v_4\{2\}$ where the discrepancy becomes slightly larger in more peripheral events. An overview of the measurement for all centralities is shown in Appendix D.3. This suggests that symmetry plane fluctuations, if present, are not significant enough to bias the results in this analysis. It should be noted that due to the smallness of $v_4$, especially at forward-rapidities, the results obtained using only the FMD are not statistically significant, except in the most central events.

10.2.4 Applying a Rapidity-Gap

The analysis utilizing a rapidity-gap was used to estimate the systematic uncertainty arising from the non-flow correction in Chapter 9. In Fig. 10.11 all the results are presented and compared to the final results of the analysis obtained using HIJING to remove non-flow. As the systematic uncertainties are assigned with the use of the $v_n\{2,|\Delta\eta| > 2.0\}$ measurements, the agreement between the two measurements does not contain any new information. Yet it is still
an interesting result. Most significantly, the analysis using a rapidity-gap has a slightly weaker \( \eta \)-dependence at mid-rapidity.

### 10.2.5 Forward-Backward Symmetry

As the collisions system is symmetric around \( \eta = 0 \), the results are also expected to be symmetric. However, as the amount of secondary particles hitting the detectors is not symmetric around \( \eta = 0 \) (see Fig. 8.15), mirroring the results as \( \eta \to -\eta \) allows for a check of the MC correction for secondary particles and the non-flow correction. The ratios between the forward-rapidity and backward-rapidity results are shown for all centralities in Figs. 10.12a to 10.12d. The direct comparisons are shown in Appendix D.4 for three different centralities. The forward-backward results are consistent within the systematic uncertainties. This further suggests that the bias to anisotropic flow from secondary particles is under control.

### 10.3 Comparison to Other Experiments

At the LHC, other measurements of \( v_n \) vs. \( \eta \) cut off at \( |\eta| = 2.5 \). With the exception of a \( v_2 \) measurement by CMS \[87\] and a \( v_2 \) measurement by ATLAS \[142\], they are also all done in narrow \( p_T \) regions, which makes comparison to these results difficult. An overview of the LHC results was presented in Section 4.1.5. In general, ATLAS and CMS both find a very weak \( \eta \)-dependence at mid-rapidity, one that is slightly weaker than what is observed here. Although the results of this analysis using a rapidity-gap is less peaked at mid-rapidity. In Fig. 10.13 a direct comparison to the CMS results reported in Ref. \[87\] is shown. The results are presented for three centralities: 2.5\%–15\%, 15–25\% and 25–50\%. The CMS results are extrapolated down to \( p_T = 0 \) GeV/c, making the direct comparison possible. These results are found to be in agreement with the CMS results for all three centralities.

The PHOBOS experiment at RHIC published results on elliptic flow vs. \( \eta \) with \( p_T \) cuts consistent with this analysis. At RHIC, elliptic flow was found to have a strong pseudorapidity dependence. As discussed above, at the LHC, \( v_2 \) appear to have a slightly weaker pseudorapidity dependence at mid-rapidity. A comparison to the top RHIC energy is shown in Fig. 10.14. The figure shows that the slopes at forward rapidity look very similar between RHIC and LHC. In Fig. 10.15 the PHOBOS results are rescaled to agree with the magnitude of \( v_2 \) in this analysis at mid-rapidity. From this figure it is clear that while \( v_2 \) appear to have a weaker pseudorapidity dependence at mid-rapidity at the LHC, taking into account the systematic uncertainties, it can also be said to be consistent with the results from PHOBOS at RHIC.

The slope of \( v_2 \) vs. \( \eta \) was studied extensively at RHIC, and it was found that it scaled nicely with \( \eta - y_{\text{beam}} \) - so-called longitudinal scaling. At \( \sqrt{s_{NN}} = 2.76 \) TeV the beam-rapidity is 7.99. Shifting these results by 7.99 on the \( \eta \)-axis, and plotting them together with the PHOBOS results presented in Ref. \[75\] shows that longitudinal scaling for \( v_2 \) also holds at LHC energy. The result is shown in Fig. 10.16 where \( v_2 \) is calculated vs. \( |\eta| \) as \( v_2(|\eta|) = 0.5 \cdot (v_2(-\eta) + v_2(\eta)) \). This is consistent with what CMS and ATLAS found in Ref. \[87,142\]. For this result, the measurement is presented for the 0–40\% most central events. However, unlike the other results presented here, which utilize the multiplicity weights defined in Section 3.4, this result is event weighted. This means that the analysis was first performed in bins of 0–5\%, 5–10\%, 10–20\%, 20–30\% and 30–40\% using multiplicity weights, and then the event weighted average over the five bins was calculated. This is similar to what PHOBOS did in their paper, and so it is also done here in order to do a direct comparison. The difference between the event weighted approach shown here and using the usual multiplicity weights is on the order of a few percent.
A good agreement is observed, although the $\eta$-gap results are not as statistically stable due to the smaller number of particles selected as RPs. This work.

Figure 10.11: Comparison between using a large rapidity gap and removing the non-flow using HIJING.

This work
10.3 Comparison to Other Experiments

Figure 10.12

(a) Ratio of $v_2^4/\eta^4$ for all centralities. Thin error bars represent $1\sigma$ systematic uncertainty.

(b) Ratio of $v_2^3/\eta^3$ for all centralities. Thin error bars represent $1\sigma$ systematic uncertainty.

(c) Ratio of $v_2^2/\eta^2$ for all centralities. Thin error bars represent $1\sigma$ systematic uncertainty.

(d) Ratio of $v_2^1/\eta$ for all centralities. Thin error bars represent $1\sigma$ systematic uncertainty.
Results

Figure 10.13: Elliptic flow vs. $\eta$ comparison to CMS \cite{87}.

Figure 10.14: Shape of $v_2$ vs. $\eta$ between top RHIC energy, and LHC energy. Other experiments are CMS \cite{87} and PHOBOS \cite{143}. Thick error bars for the PHOBOS results represent 90% C.L. systematic uncertainties.
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Figure 10.15: $v_2$ vs. $\eta$ between top RHIC energy, and LHC energy. The PHOBOS \cite{143} results have been rescaled to match the results of this analysis at mid-rapidity. Taking into account the systematic errors on both measurements, it is not possible to conclude that $v_2$ has a different shape at the LHC. Thick error bars for the PHOBOS results represent 90\% C.L. systematic uncertainties.

Figure 10.16: $v_2\{2\}$ vs. $|\eta| - y_{\text{beam}}$ comparison to PHOBOS \cite{75}. Only statistical errors are shown for the PHOBOS results.
10.4 Model Comparisons

The AMPT model [125] with parameters tuned to mid-rapidity LHC results for semi-central events [127] gives a good description of \( v_2 \{2 \} \), \( v_2 \{4 \} \), \( v_3 \{2 \} \) and \( v_4 \{2 \} \) at mid-rapidity, see Fig. 10.17. At forward rapidity AMPT generally underestimates the flow, this is particularly evident for \( v_2 \). The figure also shows, for the first time at the LHC, that the centrality dependence at forward-rapidity is similar to the centrality dependence at mid-rapidity for all of the observables discussed here.

Further comparisons to AMPT is shown in Figs. 10.18 and 10.19, where the 5–10% centrality-bin and the 40–50% centrality-bin, respectively, are shown. For the 40–50% central results there is a very good agreement over the entire rapidity range for \( v_3 \) and \( v_4 \), even though AMPT is only tuned to mid-rapidity results of \( v_2 \) and \( v_3 \) in this centrality range. For \( v_2 \), AMPT slightly underestimates the flow at forward rapidity. For the most central events, AMPT overestimates the flow, as can also be observed in Fig. 10.17 but the rapidity dependence is still very consistent with what is observed.
Figure 10.18: \( \eta \)-dependence of the 5–10% central results, compared to AMPT tuned to LHC results a mid-rapidity. For this centrality AMPT overestimates the flow. In particular the elliptic flow.

Figure 10.19: \( \eta \)-dependence of the 40–50% central results, compared to AMPT tuned to LHC results a mid-rapidity. This is the rapidity AMPT was tuned to, and a good agreement is observed over the entire range for \( v_3 \) and \( v_4 \). \( v_2 \), however, is underestimated at forward rapidities.
Chapter 11

Conclusions and Outlook

For the analysis presented here, data from the Forward Multiplicity Detector (FMD), the Silicon Pixel Detector (SPD) and Time Projection Chamber of the ALICE experiment were used (Chapter 5). Combining the FMD and SPD coverage yields an $\eta$-coverage of more than eight units of pseudorapidity ($-3.5 < \eta < 5$). Results for $v_2\{2\}$, $v_2\{4\}$, $v_3\{2\}$ and $v_4\{2\}$ were presented for up to nine different centralities. The lack of tracking capabilities over much of the covered pseudorapidity-range makes this analysis susceptible to issues that are not normally present in flow analyses. Due to the massive amount of secondary particles hitting the FMD, the effect these particles have on the flow signal has been studied extensively (Chapter 8). In the end, an effective MC-based correction was applied successfully.

These results greatly extend the $\eta$-coverage of flow results from the LHC (Chapter 10). It was found that at mid-rapidity the flow has a weak pseudorapidity dependence, perhaps slightly weaker than what was observed at lower energy at the RHIC experiments. Although with a direct comparison it was clear that within the systematic uncertainties the distributions at RHIC and LHC can also be considered consistent. The $\eta$-dependence observed by ATLAS and CMS is slightly weaker than what was found here, but also consistent within the systematic uncertainties. In addition, by plotting $v_2$ vs. $\eta - y_{\text{beam}}$, the longitudinal scaling observed by PHOBOS for $\sqrt{s_{\text{NN}}} = 19.6$–200 GeV was found to hold up to $\sqrt{s_{\text{NN}}} = 2.76$ TeV. This was previously also observed to be true for $dN/d\eta$ and directed flow, $v_1$. A paper containing the results of this thesis is currently in progress.

There is still plenty to be done in the future of this analysis. In 2015 the LHC will collide lead–ions at $\sqrt{s_{\text{NN}}} = 5.1$ TeV and there is no reason not to apply the analysis framework developed here to those data. While flow analysis is moving towards event-by-event observables, it seems that the event-by-event fluctuations of secondary particles will make such analysis extremely difficult with the FMD - at least with the currently available methods. However, there are many other observables where the unique $\eta$-coverage might prove very valuable. The most obvious example is that of symmetry plane fluctuations. If $\Psi_\eta$ depends on $\eta$, the FMD should be able to measure it. In parallel to this, some of the newly proposed “standard-candles” should be observable with the FMD as well, as they essentially build on the Q-cumulants framework. Although in this context it should be noted that the only statistically stable four-particle cumulant found in this thesis was that of elliptic flow. Consequently, the standard candles may turn out to be too weak to be measured precisely with the FMD.

The field of anisotropic azimuthal flow analysis is characterized by many different approaches to measure the flow harmonics, $v_n$. Here, the most common methods have been presented and discussed (Chapter 3). Each method has its own strengths and weaknesses. In particular the Q-cumulants method, which was also applied in the analysis of this work, was described in great detail. It is very important to understand the weaknesses of the methods applied. To that end, new calculations on the bias to Q-cumulants from flow fluctuations, non-flow
and particle selection criteria have been presented, and recently published in \cite{60}. There are, however, still some unresolved issues to be worked out. Of particular note are effects from non-uniform azimuthal acceptance (NUA). Here it was shown that a cross-harmonic bias exists, and needs to be taken into account when correcting for NUA, but only calculations for the two-particle cumulant were presented. These calculations should be extended to include multi-particle correlations.

Another hot topic, covered only briefly in this thesis is the observations of collective behaviour in p–Pb collisions, as well as correlation signals in high-multiplicity pp collisions similar to those observed in larger systems. The jury is still out on what to make of these observations. Due to strong non-flow and multiplicity fluctuations, it is not clear if the bias to current methods is fully understood in the case of p–Pb collisions.

Fortunately, heavy-ion physics is a field that is rapidly evolving. Precision measurements and event-by-event observables as well as a new understanding of the role of initial-state fluctuations have resulted in a wealth of new observables and methods. Some of these new observables have been presented in this thesis (Chapter \[4\]). Measurements of $v_n$ per event and observables sensitive to non-linear responses in hydrodynamics seem particularly promising and interesting.

The objective of high-energy heavy-ion physics is to find and study the state of matter known as the quark-gluon plasma (QGP). So far a strongly interacting system has been found and studied (the sQGP). Current observations of the sQGP can be described with models containing relativistic hydrodynamical calculations, suggesting collectivity and a strong interactions (Chapter \[2\]). The anisotropic flow results presented in this thesis are in agreement with the previous observations of a strongly interacting system being formed.
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Appendix A

Detailed Derivations of Bias to Differential Flow Caused by Flow Fluctuations

This appendix contains detailed calculations of the results presented in Section 3.4.4 regarding bias from flow fluctuations caused by different particle selection criteria. Subscript $n$ on flow harmonics is suppressed in all equations for simplicity. It was shown that for reference flow:

$$v\{2\} = \langle v \rangle + \frac{1}{2} \sigma_v^2 \langle v \rangle,$$

(A.1)

$$v\{4\} = \langle v \rangle - \frac{1}{2} \sigma_v^2 \langle v \rangle,$$

(A.2)

where $\langle v \rangle$ is the mean value of the flow harmonic of interest and $\sigma_v^2$ is the variance of that flow harmonic. This can be obtained by assuming $\sigma_v^2/\langle v \rangle^2 \ll 1$ and using [58]:

$$\langle f(x) \rangle \equiv E[f(x)] \approx f(\mu_x) + \frac{\sigma_x^2}{2} f''(\mu_x),$$

(A.3)

where $E[x]$ is the expectation value of a random variable $x$, $f(x)$ is any function, $\mu_x$ is the mean of $x$, and $\sigma_x$ is the standard deviation of $x$. Below the same calculations are done for the two- and four-particle differential cumulants.

A.1 $v'\{2\}$

The differential two-particle cumulant estimate, $v'\{2\}$, is obtained by [56]:

$$v'\{2\} = \frac{\langle v'v \rangle}{\sqrt{\langle v^2 \rangle}},$$

(A.4)

where $v$ is the flow harmonic of the reference particles (RPs) and $v'$ is the differential flow harmonic of the particles of interest (POIs). Inserting Eq. (A.1) for $\sqrt{\langle v^2 \rangle}$ and again assuming $\sigma_v^2/\langle v \rangle^2 \ll 1$ yields:

$$v'\{2\} \approx \frac{\langle v'v \rangle}{\langle v \rangle} \left( 1 - \frac{1}{2} \frac{\sigma_v^2}{\langle v \rangle^2} \right).$$

(A.5)

The main issue is then to determine $\langle v'v \rangle$. In general:

$$\langle v'v \rangle = \langle v' \rangle \langle v \rangle + \rho \sigma_{v'} \sigma_v,$$

(A.6)
where $\rho$ is the correlation coefficient between the reference flow and the differential flow and is defined in the range $[-1, 1]$, where specifically $\rho = 1$ in the case where $v$ and $v'$ are perfectly correlated, $\rho = 0$ when they are uncorrelated and $\rho = -1$ when they are anti-correlated. $\sigma_{v'}$ is the standard deviation of the flow harmonic for POIs. This means:

$$v'\{2\} \approx \langle v' \rangle \left( 1 + \rho \frac{\sigma_{v'} \sigma_v}{\langle v' \rangle \langle v \rangle} - \frac{1}{2} \frac{\sigma_v^2}{\langle v \rangle^2} \right),$$

(A.7)

from which it is clearly seen that $v'\{2\}$ can be either suppressed or enhanced by flow fluctuations depending on the value of $\rho$.

### A.2 $v'\{4\}$

The differential four-particle cumulant estimate, $v'\{4\}$, is obtained by [56]:

$$v'\{4\} = \frac{-\langle v' v^3 \rangle + 2 \langle v' v \rangle \langle v^2 \rangle}{\langle v\{4\} \rangle^3}. \quad \text{(A.8)}$$

Using Eq. (A.2) this becomes:

$$v'\{4\} = \frac{-\langle v' v^3 \rangle + 2 \langle v' v \rangle \langle v^2 \rangle}{\langle v\{4\} \rangle^3} \left( 1 + \frac{3}{2} \frac{\sigma_v^2}{\langle v \rangle^2} \right). \quad \text{(A.9)}$$

$-\langle v' v^3 \rangle + 2 \langle v' v \rangle \langle v^2 \rangle$ must now be estimated. By using:

$$Var[f(x)] = E[f(x)^2] - E[f(x)]^2 \approx \left( f' (\mu_x) \right)^2 Var[x], \quad \text{(A.10)}$$

then

$$\langle v' v^3 \rangle = \langle v' \rangle \langle v^3 \rangle + \rho' \sigma_{v'} \sigma_{v^3} \approx \langle v' \rangle \left( \langle v \rangle^3 + 3 \sigma_v^2 \langle v \rangle \right) + \rho \sigma_{v'}^3 \langle v \rangle^2 \sigma_v = \langle v' \rangle \langle v \rangle^3 + 3 \langle v' \rangle \sigma_v^2 + 3 \rho \langle v \rangle^2 \sigma_{v'} \sigma_v, \quad \text{(A.11)}$$

where Eq. (A.3) was also used for $\langle v^3 \rangle$. $\rho'$ is the correlation between $\sigma_{v'}$ and $\sigma_{v^3}$, applying the approximation in Eq. (A.10) to get to $\sigma_v$ yields the correlation between $\sigma_{v'}$ and $\sigma_v$, which is $\rho$ to first order. The next term to be estimated:

$$2 \langle v' v \rangle \langle v^2 \rangle = 2 \left( \langle v' \rangle \langle v \rangle + \rho \sigma_{v'} \sigma_v \right) \left( \sigma_v^2 + \langle v \rangle^2 \right) = 2 \langle v' \rangle \sigma_v^2 + 2 \langle v' \rangle \langle v \rangle^3 + 2 \rho \langle v \rangle^2 \sigma_v \sigma_{v'} + 2 \rho \sigma_{v'} \sigma_v^3 \quad \text{(A.12)}$$

The last term in Eq. (A.12) is of order $O(\sigma_v^3 \sigma_{v'})$ and can be neglected. Inserting these results into Eq. (A.9) it is seen that flow fluctuations bias $v'\{4\}$ in the following way:

$$v'\{4\} \approx \langle v' \rangle \left( 1 - \frac{\sigma_v^2}{\langle v \rangle^2} - \rho \frac{\sigma_{v'} \sigma_v}{\langle v' \rangle \langle v \rangle} \right) \left( 1 + \frac{3}{2} \frac{\sigma_v^2}{\langle v \rangle^2} \right),$$

(A.13)

which once again can lead to either suppression or enhancement of flow fluctuations. In general one can write:

$$v'\{4\} \approx \langle v' \rangle \left( 1 - \rho \frac{\sigma_{v'} \sigma_v}{\langle v' \rangle \langle v \rangle} + \frac{1}{2} \frac{\sigma_v^2}{\langle v \rangle^2} \right), \quad \text{(A.14)}$$

showing that the bias to the two- and four-particle cumulants is similar but opposite.
Appendix B

Detailed Derivations of Bias From Other Harmonics When Correcting for Non-Uniform Acceptance

This appendix contains detailed calculation of the results presented in Section 3.4.7 regarding bias from other harmonics when dealing with a non-uniform acceptance (NUA). The goal is to evaluate the following five integrals in the case of NUA:

1. \[
\int_{0}^{2\pi} d\bar{\Psi} \int_{\varphi_{a}}^{\varphi_{b}} d\varphi_{i} \int_{\varphi_{a}}^{\varphi_{b}} d\varphi_{j} e^{in(\varphi_{i} - \varphi_{j})} \cdot 1, \tag{B.1}
\]

2. \[
\int_{0}^{2\pi} d\bar{\Psi} \int_{\varphi_{a}}^{\varphi_{b}} d\varphi_{i} \int_{\varphi_{a}}^{\varphi_{b}} d\varphi_{j} e^{in(\varphi_{i} - \varphi_{j})} \cdot 2 \sum_{n} v_{n} \cos(n(\varphi_{i} - \Psi_{n})), \tag{B.2}
\]

3. \[
\int_{0}^{2\pi} d\bar{\Psi} \int_{\varphi_{a}}^{\varphi_{b}} d\varphi_{i} \int_{\varphi_{a}}^{\varphi_{b}} d\varphi_{j} e^{in(\varphi_{i} - \varphi_{j})} \cdot 2 \sum_{m} v_{m} \cos(m(\varphi_{j} - \Psi_{m})), \tag{B.3}
\]

4. \[
\int_{0}^{2\pi} d\bar{\Psi} \int_{\varphi_{a}}^{\varphi_{b}} d\varphi_{i} \int_{\varphi_{a}}^{\varphi_{b}} d\varphi_{j} e^{in(\varphi_{i} - \varphi_{j})} \cdot 4 \sum_{k} v_{k}^{2} \cos(k(\varphi_{i} - \Psi_{k})) \cos(k(\varphi_{j} - \Psi_{k})), \tag{B.4}
\]

5. \[
\int_{0}^{2\pi} d\bar{\Psi} \int_{\varphi_{a}}^{\varphi_{b}} d\varphi_{i} \int_{\varphi_{a}}^{\varphi_{b}} d\varphi_{j} e^{in(\varphi_{i} - \varphi_{j})} \cdot 4 \sum_{j,l \neq l} v_{j} v_{l} \cos(j(\varphi_{i} - \Psi_{j})) \cos(l(\varphi_{j} - \Psi_{l})). \tag{B.5}
\]

In the case of a detector with NUA, either \(\varphi_{a} \neq 0\) or \(\varphi_{b} \neq 2\pi\). Both may also be true, and in case the detector used has more than one hole it is possible to do:

\[
\int_{0}^{2\pi} d\bar{\Psi} \int_{\varphi_{a}}^{\varphi_{b}} d\varphi_{i} \int_{\varphi_{a}}^{\varphi_{b}} d\varphi_{j} \rightarrow \sum_{\alpha} \left( \int_{0}^{2\pi} d\bar{\Psi} \int_{\varphi_{a,\alpha}}^{\varphi_{b,\alpha}} d\varphi_{i} \int_{\varphi_{a,\alpha}}^{\varphi_{b,\alpha}} d\varphi_{j} \right), \tag{B.6}
\]

for simplicity, the summation is not explicitly written below. In this case \(1 \neq 0\):

\[
1 = \int_{0}^{2\pi} d\bar{\Psi} \int_{\varphi_{a}}^{\varphi_{b}} d\varphi_{i} \int_{\varphi_{a}}^{\varphi_{b}} d\varphi_{j} e^{in(\varphi_{i} - \varphi_{j})} = \frac{2\pi 4 \sin^{2} \left( \frac{n(\varphi_{b} - \varphi_{a})}{2} \right)}{n^{2}}, \tag{B.7}
\]

note that the integral is not normalized. Using \(e^{in(\varphi_{i} - \varphi_{j})} = e^{in\varphi_{i}} e^{-in\varphi_{j}}\) it is seen that using \(Q\)-vectors it can be evaluated as:

\[
1_{\text{norm}} = \langle \langle \cos(n\varphi_{1}) \rangle \langle \cos(n\varphi_{2}) \rangle \rangle + \langle \langle \sin(n\varphi_{1}) \rangle \langle \sin(n\varphi_{2}) \rangle \rangle. \tag{B.8}
\]
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This term is the correction derived in Ref. [58]. Using Matlab to solve the real and imaginary parts of (2) separately yields a number of terms proportional to:

$$f(n(2\pi - \varphi_1)) - f(n\varphi_1),$$

(B.9)

where \( \varphi_1 \) is either \( \varphi_a \) or \( \varphi_b \) and \( f(x) \) is either \( \cos(x) \) or \( \sin(x) \) in which case Eq. (B.9) is 0. Furthermore, (2) = 0. (3) = 0 can be shown using the same approach. The fourth integral is divided into two separate cases. One in which \( n = k \) and one in which \( n \neq k \). Once again using Matlab solve the equation and doing some algebra, for \( n = k \):

$$4a = 2\pi v_n^2 \left( (\varphi_a - \varphi_b)^2 + \frac{4\sin^2 \left( \frac{2n(\varphi_b - \varphi_a)}{2} \right)}{(2n)^2} \right) + \varphi_a(\ldots) + \varphi_b(\ldots),$$

(B.10)

here the sine term is similar to that of Eq. (B.7). The \( \varphi_a \) and \( \varphi_b \) terms can be shown to be 0 by using the same approach as for (2) and (3). Normalizing and expressing the sine term in Q-vectors, the event average of (4a) is:

$$\overline{4a_{\text{norm}}} = v_n^2 (1 + \langle \langle \cos(2n\varphi_1) \rangle \langle \langle \cos(2n\varphi_2) \rangle \rangle + \langle \langle \sin(2n\varphi_1) \rangle \langle \langle \sin(2n\varphi_2) \rangle \rangle \rangle).$$

(B.11)

For \( n \neq k \) Matlab will give a large number of terms. Some of them are 0, in the same way as in the previous integrals, but there are also a few terms that are not 0. Collecting these terms and normalizing yields:

$$\overline{4b_{\text{norm}}} = \sum_{k \neq n} v_k^2 \left( \frac{4\sin^2 \left( \frac{(k-n)(\varphi_b - \varphi_a)}{2} \right)}{(k-n)^2(\varphi_b - \varphi_a)^2} + \frac{4\sin^2 \left( \frac{(k+n)(\varphi_b - \varphi_a)}{2} \right)}{(k+n)^2(\varphi_b - \varphi_a)^2} \right).$$

(B.12)

And in terms of Q-vectors following the same principles as before:

$$\overline{4b_{\text{norm}}} = \sum_{k \neq n} v_k^2 \langle \langle \cos((k-n)\varphi_1) \rangle \langle \langle \cos((k-n)\varphi_2) \rangle \rangle$$

$$+ \langle \langle \sin((k-n)\varphi_1) \rangle \langle \langle \sin((k-n)\varphi_2) \rangle \rangle$$

$$+ \langle \langle \cos((k+n)\varphi_1) \rangle \langle \langle \cos((k+n)\varphi_2) \rangle \rangle$$

$$+ \langle \langle \sin((k+n)\varphi_1) \rangle \langle \langle \sin((k+n)\varphi_2) \rangle \rangle \rangle.$$ 

(B.13)

This is a quite important term. It demonstrates how other coefficient than the one being measured will introduce a bias when there is a NUA. Furthermore, the magnitude of the bias is on the same order as the measurement, i.e. \( c_n \{2 \} \) measures \( v_n^2 \) and the bias is on the order of \( v_k^2 \). So when \( v_k > v_n \) this bias can be quite significant. Finally, (5) = 0 by use of Eq. (B.9) once more. In conclusion, the sum of integrals (1) to (5) is:

$$\langle \langle e^{i\varphi_2} \rangle \rangle = v_n^2 + \langle \langle \cos(n\varphi_1) \rangle \langle \langle \cos(n\varphi_2) \rangle \rangle + \langle \langle \sin(n\varphi_1) \rangle \langle \langle \sin(n\varphi_2) \rangle \rangle$$

$$+ \sum_{k \neq n} v_k^2 [\langle \langle \cos(2n\varphi_1) \rangle \langle \langle \cos(2n\varphi_2) \rangle \rangle + \langle \langle \sin(2n\varphi_1) \rangle \langle \langle \sin(2n\varphi_2) \rangle \rangle]$$

(B.14)

The equations for how to correct for all of these biases are presented in Section 3.4.7.
Appendix C

Additional Figures with Cuts and Corrections

This appendix contains additional plots for the discussion in Chapter 8.

C.1 Agreement Between Reconstructed and Track References

![Graph showing the agreement between simulated detector response with cuts applied and using track reference information from the MC generator. MC generator is AliGenTunedOnPbPb with GEANT3 transport code and 0-5% central events. A good agreement is observed.]

Figure C.1: Comparison between simulated detector response with cuts applied and using track reference information from the MC generator. MC generator is AliGenTunedOnPbPb with GEANT3 transport code and 0-5% central events. A good agreement is observed.
C.2 ‘Hot Spots’ in the FMD

Figure C.2: Several views of an event where a large signal in the FMD is caused by one slow moving electron. The bottom right corner shows a very large signal confined to a few strips of the FMD. Looking at event-displays, it is possible to identify the particle responsible for the signal as being a slow electron. In the bottom plot a small kink in the electron trajectory is seen where it impinges on FMD1 and produces the signal.

Figure C.3: Another event, similar to the above. Here the large signal is in FMD2 and the electron is completely stopped by FMD2 (top right plot).
C.3 FMD and SPD Acceptance Plots

This appendix contains the acceptance profiles of the FMD and SPD in vertex-bins with a width of 2 cm, in the range $-10 \text{ cm} < v_z < 10 \text{ cm}$. For all figures blue colors are FMD3 inner and outer, black is SPD, green are FMD2 inner and outer, and red is FMD1.

Figure C.4: Acceptance shifts in vertex-bins with a width of 2 cm. Colors are explained in the text.
C.4 Additional Non-Flow Correction Plots

Figure C.5: Non-flow correction to differential flow for $v_3\{2\}$ in the FMD and SPD obtained from HIJING.

Figure C.6: Non-flow correction to differential flow for $v_4\{2\}$ in the FMD and SPD obtained from HIJING.
C.5 Additional Secondary Particle MC Correction Plots

This section contains extra plots for the applied MC corrections. The MC correction derived from AliGenTunedOnPbPb is shown for the two available centralities as well as the centrality averaged correction. All plots are averaged over all vertices. Errors are suppressed for visual purposes.

![Centrality dependence of $v_2$ correction for AliGenTunedOnPbPb](image1)

**Figure C.7:** Vertex-averaged MC correction using AliGenTunedOnPbPb for $v_2$ for the two centralities and the centrality average.

![Centrality dependence of $v_4$ correction for AliGenTunedOnPbPb](image2)

**Figure C.8:** Vertex-averaged MC correction using AliGenTunedOnPbPb for $v_4$ for the two centralities and the centrality average.
Figure C.9: Vertex-averaged MC correction using AliGenTunedOnPbPb for $v_3\{2\}$ for the two centralities and the centrality average.

Figure C.10: Vertex-averaged MC correction using AliGenTunedOnPbPb for $v_4\{2\}$ for the two centralities and the centrality average.
C.6 Overlap Between FMD and SPD After All Corrections

Extra centralities for the agreement between the FMD and SPD measurements after all corrections are applied.

Figure C.11: Overlap between FMD and SPD after all corrections for 0–5% central events. A good agreement is observed.

Figure C.12: Overlap between FMD and SPD after all corrections for 70–80% central events. A good agreement is observed.
Additional Figures with Cuts and Corrections
Appendix D

Additional Look at the Results

This appendix contains extra plots of the results and comparisons shown in Chapter 10.

D.1 Final Results in Individual Centrality Bins

This appendix contains the final results of this thesis. Here each centrality-bin is shown in a larger version for those who wish to study them in more detail. Statistical errors represent $1\sigma$ and are shown as thin error bars. Systematic uncertainties are also for $1\sigma$ and shown as thick errors bars. In many cases the statistical errors are smaller than the marker size.

![Figure D.1: Final results with flow in FMD and SPD clusters, using TPC tracks for reference flow. 0-5% central events.](image)
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Figure D.2: Final results with flow in FMD and SPD clusters, using TPC tracks for reference flow. 5–10% central events.

Figure D.3: Final results with flow in FMD and SPD clusters, using TPC tracks for reference flow. 10–20% central events.
Figure D.4: Final results with flow in FMD and SPD clusters, using TPC tracks for reference flow. 20–30% central events.

Figure D.5: Final results with flow in FMD and SPD clusters, using TPC tracks for reference flow. 30–40% central events.
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Figure D.6: Final results with flow in FMD and SPD clusters, using TPC tracks for reference flow. 40–50% central events.

Figure D.7: Final results with flow in FMD and SPD clusters, using TPC tracks for reference flow. 50–60% central events.
D.1 Final Results in Individual Centrality Bins

Figure D.8: Final results with flow in FMD and SPD clusters, using TPC tracks for reference flow. 60–70% central events.

Figure D.9: Final results with flow in FMD and SPD clusters, using TPC tracks for reference flow. 70–80% central events.
The results agree within the systematic uncertainties (thick error bars).

Figure D.10: \( v_2 \), \( v_3 \), and \( v_4 \) comparison between using the FMD and the VZERO away from mid-rapidity. The results agree within the systematic uncertainties (thick error bars).
D.3 Comparison to Using Clusters for Reference Flow

Figure D.11: $v_{2}^{(2)}$, $v_{3}^{(2)}$, and $v_{4}^{(2)}$ comparison between using clusters and tracks for the reference flow. The results agree within the systematic uncertainties (thick error bars).
D.4 Forward-Backward Symmetry Plots

Here plots are shown with the results mirrored around \( \eta = 0 \) for three different centralities to estimate the symmetry of the measurements.

![Figure D.12: Results mirrored around \( \eta = 0 \) for 0–5% central events. Open markers are mirrored points. A good agreement is observed.](image1)

![Figure D.13: Results mirrored around \( \eta = 0 \) for 30–40% central events. Open markers are mirrored points. A good agreement is observed.](image2)
Figure D.14: Results mirrored around $\eta = 0$ for 70–80% central events. Open markers are mirrored points. A good agreement is observed.
Summary

In ultra-relativistic heavy-ion collisions a new state of matter known as the strongly interacting quark-gluon plasma (sQGP) is produced. A key observable in the study of sQGP is anisotropic azimuthal flow. Traditionally, the anisotropies are described by a Fourier decomposition of the azimuthal yields. The flow is then quantified as the magnitude of the corresponding Fourier coefficients, or flow harmonics, $v_n$.

One of the most significant results from the Relativistic Heavy Ion Collider (RHIC) was that the observed elliptic flow, $v_2$, was well described by models using relativistic hydrodynamics. This was considered strong evidence of a strongly interacting, thermalized system having formed. At the CERN Large Hadron Collider (LHC) collisions of lead-ions take place at center-of-mass energies 14 times higher than at RHIC. Previous measurements at the LHC support the observations made at RHIC concerning a sQGP being formed.

Measuring anisotropic flow is not a simple matter. Many methods exist, of particular importance to this thesis is the Q-cumulants method. Here it is employed to measure flow through two- and four-particle correlations, $v_n\{2\}$ and $v_n\{4\}$, respectively. The Q-cumulants allow for direct and efficient estimates of the flow harmonics, avoiding bias from auto-correlations and interpolation that previous methods suffered from. Here it is shown that in the case of detectors having a non-uniform azimuthal acceptance, it is necessary to apply a correction. This correction depends not only on terms of the same flow harmonic, but also terms from other harmonics. One of the advantages of the Q-cumulants is the possibility to estimate the flow harmonics differentially, in narrow regions of phase-space (e.g. in pseudorapidity, $\eta$), by making use of a reference flow measurements. Here it is shown that this method is susceptible to an extra bias from flow fluctuations.

The main result of this thesis is an analysis of the $\eta$-dependence of $v_2$, $v_3$ and $v_4$ over a wide kinematic range: $-3.5 < \eta < 5.0$ in Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV. The analysis is performed using the ALICE Forward Multiplicity Detector and Silicon Pixel Detector at the CERN Large Hadron Collider. The results are compared to other LHC experiments, as well as previous measurements in ALICE. In all cases a good agreement is observed. The results for $v_2$ are also compared to previous heavy-ion experiments at lower collision energy. It is found that, while $v_2$ has increased at the LHC, the general shape of $v_2$ vs. $\eta$ is consistent with what is observed at lower energy. Finally, by plotting $v_2$ as observed from the rest frame of one of the colliding nuclei, it is found that the longitudinal scaling observed at lower energies holds up to LHC energy, i.e. it spans two orders of magnitude in collision energy, from $\sqrt{s_{NN}} = 19.6$ GeV to 2.76 TeV.
Resumé (in Danish)

I ultra-relativistiske tung-ions kollisioner bliver der skabt en ny form for stof, kendt som den stærkt vekselvirkende kvark-gluon plasma (sKGP). En af de vigtigste observable når man studerer sKGP er det anisotrope azimuthale “flow”. Det anisotrope flow karakteriseres ved at konstruere en Fourierrække af den azimuthale partikelproduktion. Flowet måles på størrelsen af Fourierko-efficiencyerne, \( v_n \).

En af de mest signifikante resultater fra “Relativistic Heavy Ion Collider” (RHIC) eksperimenterne var at det observerede elliptiske flow \( (v_2) \) kunne beskrives med modeller indeholdende relativistisk hydrodynamik. Dette blev set som et signifikant bevis på at et stærkt vekselvirkende termodynamisk system var blevet produceret. Ved CERN’s “Large Hadron Collider” (LHC) bliver blykerner kollideret ved energier der er 14 gange højere end ved RHIC. Tidligere målinger ved LHC understøtter observationerne fra RHIC.

Det er ikke simpelt at måle det anisotrope flow. Der eksisterer mange forskellige metoder til at måle det, den vigtigste metode i forhold til denne afhandling er Q-kumulant metoden. Denne metode bruges her til at måle to- og firepartikel korrelationer: \( v_n(2) \) og \( v_n(4) \). Q-kumulanterne gør det muligt at bestemme flow koefficienterne direkte og på en effektiv måde, hvorved bias fra autokorrelationer og interpolationer undgås, hvilket ellers har været et problem for ældre metoder. Her vises det at hvis man bruger en detektor med ufuldkommet azimuthal dækning er det nødvendigt at lave en korrektion. Denne korrektion afhænger ikke bare af led fra samme flow koefficienter, men også led fra andre koefficienter. En af fordelene ved Q-kumulanterne er muligheden for at bestemme flowet differentielt i små områder af faserummet (f.eks. pseudorapiditet, \( \eta \)), ved at gøre brug af en reference flow måling. Her vises det at denne metode er fælson overfor en ekstra bias fra flow fluktuationer.

Hovedresultatet i denne afhandling er en analyse af \( \eta \)-afhængigheden af \( v_2 \), \( v_3 \) og \( v_4 \) over en stor vinkel: \(-3,5 < \eta < 5,0\) i bly–bly kollisioner ved 2,76 TeV energi per nukleonpar. Analysen er udført ved brug af “Forward Multiplicity Detektoiren” og “Silicon Pixel Detektoiren” i ALICE ved LHC. Resultaterne sammenlignings med resultater fra de andre LHC eksperimenter og tidligere målinger med ALICE. Ved alle sammenlIGNingerne findes en god enighed mellem tidligere resultater og resultaterne præsenteret her. Resultaterne for \( v_2 \) sammenlignes også med tidligere tung-ions eksperimenter ved lavere kollisionsenergier. I disse sammenligninger ses det at mens \( v_2 \) er større ved LHC, så er den generelle form af \( v_2 \) som funktion af \( \eta \) konsistent med hvad der bliver set ved lavere energier. Ved at plotte \( v_2 \) som funktion af \( \eta \) set fra en af blykernenes hvilesystem findes det at den longitudinal skaling set ved lavere energier holder helt op til LHC energi. Dvs. den spænder over to størrelsesordner i kollisionsenergi: fra 19,6 GeV til 2,76 TeV per nukleonpar.