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#### Abstract

Fullerenes are a class of polyhedral all-carbon molecules with a closed surface consisting of pentagonal and hexagonal rings. Theory predicts infinitely many stable fullerenes, of which only a handful have yet been produced and analysed. The chemical and electronic properties of fullerenes are of major interest to the scientific community and their applications, predicted and existing are manifold. There are rational synthesis paths for a few fullerenes available, which make use of auto-assembling planar polyarenes. Would it be possible to generalise this concept to any fullerene isomer? The description of fullerenes as mathematical graphs permit the fast automated construction of all possible precursors molecules. The number of possible unfoldings for a given fullerene is already in the order $10^{38}$ for the $\mathrm{C}_{60}$ and growing rapidly. This makes them inaccessible by computational means. To select a specific precursor molecule, rules have to be found to predict what a good precursor should look like. There are too many molecules to test them by any means, theoretical or experimental. Therefore, a fundamental understanding of the mechanism of existing auto-assembly is required to generalise this concept. This thesis builds a software framework to systematically analyse the reaction mechanism of existing precursor auto-assembly. The precursor geometry was interpolated from the planar to the closed fullerene geometry to decrease the distance of the bond-forming carbon atoms. Each step, a restricted quantum mechanical geometry optimisation was performed to determine at which point a cyclodehydrogenation would be energetically favourable. The key periphery atoms were placed either on the inside or the outside of the forming geodesic carbon cage. While no cyclo-dehydrogenation could be achieved for an outside placement of the periphery atoms, the inside placement led to a cyclo-dehydrogenation. All precursor geometries obtained by quantum mechanical optimisation have been analysed for their bond lengths, bond angles and face planarity to justify the application of future force field methods in the simulation of fullerene precursor auto-assembly. All analysed quantities were found to justify a harmonic approximation for the associated potentials at all points along the studied auto-assembly path. A thorough comparison of the description of geometric and energetic quantities in the halogen assisted dehydrogenation in the $\mathrm{C}_{2} \mathrm{H}_{4}+\mathrm{C}_{2} \mathrm{H}_{3} \mathrm{~F} \longrightarrow \mathrm{C}_{4} \mathrm{H}_{6}+\mathrm{HF}$ reaction was performed. In this, the quality of the three different functionals B3LYP, CAM-B3LYP and M062X with and without Grimme (GD3) dispersion was assessed in comparison to Coupled-Cluster (CC) calculations. While the geometric description of all three functionals is in very good agreement with the CC results for all analysed quantities, the difference found in the energetic accuracy of the functionals was significant.
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## Introduction

Fullerenes are closed-surface, polyhedral molecules formed solely by carbon atoms. The first fullerene to be discovered was the $\mathrm{C}_{60}$ fullerene by Kroto et al. in 1985 [1]. This particular fullerene consists of exactly 60 carbon atoms in 20 hexagonal and 12 pentagonal faces, arranged in the same way as the modern-day football. It is also referred to as the Buckminsterfullerene or Buckyball, named after the famous architect Richard Buckminster Fuller due to its similarity to his geodesic dome constructions. Fullerenes come in many shapes and forms and have intrigued scientist all over the world with possible applications ranging from biomedical research through hydrogen storage to solar cell development. Their geometric properties, with only pentagonal and hexagonal faces, as well as their distinctive chemical bond structure makes fullerene molecules very well suited for systematic analysis based on computational methods and graph theory.

The elegance of this description of fullerene molecules as mathematical graphs offers a large variety of possibilities for systematic computational studies of fullerenes, and a rich field of study has grown around it [2]. Many properties of fullerene molecules can be determined directly from the bond information, which can be obtained with incredible efficiency for the full isomer spaces [3-5]. The geometrical structure and possible unfoldings can likewise be obtained algorithmically from the bond graph, and it is possible to solve wave equations, which could predict molecular properties, on the fullerene surface by describing the polyhedral surface as a manifold [6]. All of these possibilities are currently being explored at the University of Copenhagen (UCPH) by an interdisciplinary research team combining methods from theoretical physics, computational and mathematical chemistry and computer science into a new intermediate sub-field.

The number of potentially stable fullerenes is theoretically unlimited and other spherical fullerene molecules like $\mathrm{C}_{70}$ and $\mathrm{C}_{78}$ (constituted by 70 and 78 carbon atoms) have been produced and studied. However, the current means of fullerene production are extremely limited and rely upon procedures like laser ablation, or resistive heating of graphite. Although those methods have produced kilogram quantities of the $\mathrm{C}_{60}$ buckyball and small quantities of other fullerenes, they have major disadvantages. They are non-selective and thus, the production of larger fullerene molecules happen merely "accidental". Therefore, the possibility of producing a specific isomer of a fullerene is near to impossible.

A first solution to this problem was introduced by Scott et al., who constructed a rational chemical synthesis path for the icosahedral $\mathrm{C}_{60}$ fullerene in 2002 from an auto-assembling planar precursor molecule [7]. The precursor molecule contained all carbon atoms as well as 75 of the 90 carbon-carbon bonds and chlorine atoms in some key positions. When exposed to flash vacuum pyrolysis, the precursor molecule was designed to selectively auto-assemble to the Buckminsterfullerene. This breakthrough in fullerene synthesis was soon followed by the discovery of selective precursor molecules for isomers of the $\mathrm{C}_{78}$ and $\mathrm{C}_{84}$ fullerene [8, 9]. The original $\mathrm{C}_{60}$ precursor molecule has been altered by exchanging
the chlorine with fluorine and placing them at strategic positions within the precursor, by Kabdulov et al. in 2010, which improved the yield of the reaction significantly [10]. Otero et al. used the fully hydrogenated $\mathrm{C}_{60}$ precursor on a platinum (111) surface and reached yields nearly $100 \%$ [11].

The huge success of rational synthesis from auto-assembling precursors, in combination with the very high regularity of fullerene molecules, raises the hope that this procedure of a rational synthesis can be generalised and automated to any fullerene isomer. A selective rational synthesis for any fullerene would offer researchers access to an entirely new class of molecules in large quantities. The electronic and chemical properties of the few fullerenes, which can be synthesised today provide a glimpse into the possible applications and further investigation of this type of molecules is of major interest. A fundamental understanding of the auto-assembly process would make it possible to suggest precursor molecules directly from the bond information of any fullerene. If the systematics of the reaction were to be understood, the precursor molecules with the highest probability to auto-assemble could be suggested by an algorithm. The problem is, that for any fullerene there exist astronomically many possible precursor molecules, only growing with the size of the fullerene. How could one know which precursor to synthesise?

The number of possible unfoldings is too large to be processable even with largest computers and fastest algorithms. Therefore, rules have to be derived that define a good precursor molecule. This subset could then be analysed by fast automated algorithms to select the best precursor candidates. The number of those is still going to be in the hundreds. As quantum chemical calculations are not feasible even for hundreds of possible precursor molecules a faster method like a Molecular Dynamic Simulation (MD) is required. These methods treat the quantum mechanical system by the reduction to classical Force Fields (FF) to simplify and speed up calculations. To determine how the respective FF should be parameterised to best describe the auto-assembly of a precursor, the geometries and energies of a precursor molecule during the auto-assembly reaction have to be studied in detail. There are no methods to experimentally study these energies and geometries. Thus, these quantities should be studied theoretically with the most accurate theoretical descriptions available.

The most accurate calculations of molecular geometries and energies are achieved by Coupled Cluster (CC) methods, but due to the extremely high computational cost they are only feasible for very small system sizes way below fullerene atom numbers. Density Functional Theory (DFT) offers a method which can be performed on bigger systems and still yield an acceptable result. However, DFT is a very tricky business where the choice of functional can heavily influence the result for reasons which are almost unpredictable a priori and any results obtained should be treated with caution and the choice of functional justified.

This thesis investigated the auto-assembly process of the well established icosahedral $\mathrm{C}_{60}$ precursor molecule for two different halogens along a suspected reaction path. The geometries, as well as the energies of the two precursor molecules, are analysed by a DFT method. An additional study is performed for an alternative reaction path for the precursor with fluorine at key positions. Special interest is paid to the geometric properties along all reaction paths to determine the best parameterisation for developing a FF method.

To identify the functional which best describes such an auto-assembly reaction, three different functionals have been compared to CC calculations on a small system with and without the addition of empirical dispersion. This system was chosen to resemble the halogen assisted dehydrogenation of $s p^{2}$-hybridised carbon centres, which is believed to be a key mechanism in the auto-assembly of fullerene precursor molecules.

This thesis aims to identify which reaction paths of the precursor will most likely lead to an autoassembly, how the molecule is deformed along this path and if it is possible to identify rules of thumb for the structure of possible precursor molecules and the choice and position of halogen atoms.

The remainder of this thesis is structured as follows: Chapter 2 will explain the theoretical background which is required to understand how the calculations were performed. It starts with the general properties of fullerenes followed by the methods by which they can be synthesised. The method how the intermediate geometries of the precursor molecule are calculated is explained, along with the graph-theoretical background that is needed to understand the procedure. The actual calculation of the three dimensional coordinates is described in section 2.5. After that, the quantum mechanical background for the understanding of the optimisation methods is given. Starting from the general solution of the $N$-body Schrödinger equation, then explaining the Hartree-Fock method, Coupled-Cluster and Density Functional Theory. This includes a short introduction to basis sets and their properties and how dispersion can be added to DFT. The general concept of Force Field (FF) methods and their limits of application is explained in section 2.7. This focuses on FF in the context of fullerene precursor molecules. Chapter 3 explains the methodology that was used to perform the calculations. It starts by describing how to obtain the required graph information from a fullerene unfolding, and continues by describing how the input geometries for the functional comparison and the two different precursor closing paths were obtained. Furthermore, it contains a description of the calculation of the analysed quantities. The results are presented and discussed in chapter 4. First the geometric and energetic description of the different functionals is assessed, and after that the results for the different closing paths are analysed and the possible implications presented. A summary of the results can be found in section 4.3.

### 1.1 Project Context

This thesis is part of a larger project exploring the mathematics, physics, and chemistry of polyhedral molecules, and fullerenes in particular, which is lead by James Avery at the University of Copenhagen (UofC) (web-page), and in collaboration with Peter Schwerdtfeger at Massey University, New Zealand (web-page). It is currently funded through Avery's VILLUM Experiment project 00023321 "Folding Carbon: A Calculus for Molecular Origami".

An overview of the "Folding Carbon"-project can be found here: . This thesis work investigates "Task U: Understanding and Modeling Fullerene Autoassembly", and provides preliminary work for "Task A: Simulating Autoassembly of Polyhedral Molecules".

For any number of carbon atoms all possible isomers consisting of only hexagonal and pentagonal faces can be generated by extremely fast and efficient algorithms within microseconds. One part of the big project is to develop fast parallel algorithms, which can optimise the obtained fullerene molecules via force field (FF) methods to find the best fitting three dimensional geometry. Another part of the project
is trying to build a prototype for a finite element solver on the non-Euclidean manifold, that is fullerene surfaces. Such a method could make it possible to solve wave equations directly on the manifold surface, without need for the three-dimensional geometry. Another possibility, which is currently explored is whether it is possible to describe the three-dimensional electron densities perpendicular to the fullerenes surface by a reduction to the two-dimensional electron density and an exponentially decreasing function. This would allow the density representation via quadratures and immensely simplify three-dimensional integration.

All these parts of the bigger project constitute a symphony of systematic assessment of all existing fullerene molecules. There are infinitely many of those and if it was possible to systematically predict their geometric shape from the bond graph, and molecular properties could be calculated efficiently from the surface manifold, it would be possible to scan the infinite space of fullerene molecules for a candidate with the required properties for a given application. All possible fullerene molecules could be asses and catalogued to construct a database with fullerenes of interest.

After the fullerenes of interest have been identified and their properties predicted, it would be interesting to determine, whether they could be synthesised. This is where this work fits in. The precursor molecules for the interesting fullerenes could be generated by making use of the general understanding of autoassembling precursors. If it was possible to derive rules from the study of existing precursors, this understanding could be used to generate the best fitting precursor candidates, whose auto-assembly could then be simulated with an MD method.

### 1.2 Software

The software developed in this thesis can be found at https://github.com/HeuserB/Thesis_Folding_ Carbon. The project contains:

1. Methods to generate fullerene unfoldings from the graph information
2. Methods to obtain the geometries of unfoldings along the closing path
3. Methods to produce GAUSSIAN [12] input files from the unfoldings
4. Methods to automatically extract information from ".log" files
5. Scripts to analyse the results
6. Scripts to visualise the results

Wherever appropriate, the methods will be incorporated into a central code base for the "Folding Carbon" project (web-page). As this project is a work in progress, the content is most likely to be changed in the future.

## Theory

### 2.1 Fullerenes

Carbon is one of the most interesting atoms, with several naturally occurring allotropes like graphene, graphite and diamond, which is the hardest natural material known to mankind. Another allotrope of carbon, the fullerenes were first discovered in nature as recent as 1985 [13] and have intrigued the scientific community ever since. Fullerenes are a class of molecules consisting only of carbon atoms, similar to graphene, but with a close surface structure. This way, they form convex polyhedral carbon cages with $s p^{2}$-hybridised carbon atoms. The most prominent fullerene is the $\mathrm{C}_{60}$ Buckyball, which has first been synthesised in 1984. It consists of 60 carbon atoms and has the shape of a truncated icosahedron (see figure 2.1a) and was synthesised via graphite vaporisation [14]. The number of possible fullerenes is infinite and the number of isomers grows as a function of the carbon atoms $N$ in the order $\mathcal{O}\left(N^{9}\right)$ [15]. Fullerenes have very interesting chemical and electronic properties and the proposed applications are vast, ranging from already existing electron acceptors in solar cells to proposed efficient hydrogen storage and highly efficient drug delivery. However, the synthesis of fullerenes has been very difficult, with only a handful fullerenes available through a rational synthesis path, despite the infinite number of theoretically possible fullerenes. The following paragraphs give a quick introduction to the main characteristics of fullerenes and their geometrical properties.

### 2.1.1 Geometric Properties

Fullerenes are similar to graphene sheets, which have been wrapped around a three-dimensional object. Who, ever tried to wrap a spherical Christmas gift will have encountered the problem, that two dimensional undistorted flat surfaces are impossible to wrap around a three-dimensional object without, either leaving something visible or folding the paper. The mathematical term for this kind of flat wrapping paper is a developable surface, and it is defined as a smooth surface with zero Gaussian curvature. Gaussian curvature is an intrinsic property of all surfaces at all points. It describes, how "closed" a surface is and is formally defined as the product of the two principal curvatures. A surface, which is closing, has positive curvature (like the sphere) a surface which is opening has negative curvature (like a hyperboloid) and a surface, which does neither, has zero Gaussian curvature (like a flat surface or a cylinder). Any polyhedral surface, which is closed in three-dimensional space and homeomorphic to the sphere, has a total Gaussian curvature of $4 \pi$. The hexagonal structure of graphene does not introduce any Gaussian curvature, and therefore only allows shapes which have a curvature of zero at any point (like sheets or open nanotubes). In contrast, fullerenes do not only contain hexagonal faces but also pentagons and can form closed surfaces. As was shown in [6], the Gaussian curvature introduced by a single pentagon to a hexagonal plane, is $\frac{2 \pi}{6}$, meaning that to close a fullerene exactly 12 pentagonal faces are required. The position of these pentagons uniquely determines the shape of a fullerene. The shape of the fullerene can be approximated by a twelve cornered polyhedron, although the faces are not perfectly planar.

(a) C60 buckyball.

(b) Auto-assembling C60 precursor molecule, Reprinted from L. T. Scott et al., „A rational chemical synthesis of c60", Science, vol. 295, no. 5559, pp. 1500-1503, 2002, with permission.

Figure 2.1.: C60 Buckyball and precursor molecule.

(a) No pentagon.

(b) One pentagon.

(c) Two pentagons.

(d) Three pentagons.

Figure 2.2.: Unique out of plane angles for the four different corner cases.

### 2.1.2 Chemical Bonds within Fullerenes

The faces of a fullerene, are either hexagon or pentagons, thus, the only bonds which occur are carboncarbon bonds between a hexagonal and a hexagonal face, a hexagonal and a pentagonal face and two pentagonal faces. The isolated pentagon rule (IPR) [16] states, that the most stable fullerenes will be the ones, where no two pentagonal faces share an edge. The chemical bonds which exist in all fullerenes can be put in three categories: HH, HP, PP, with PP being by far the least prominent one. The angles which occur within any fullerene can be put into two categories, those which lie within a pentagon and those which lie in a hexagon. The out of plane angles (see section 2.7.1) can be put into four cases defined by the corner of three neighbouring faces: only hexagons, one pentagon, two pentagons, three pentagons. For the case of only hexagons and pentagons, there is only one unique angle while for the other two cases, there are two. The out of plane angles are defined as the angle between the faces of the red pyramid to the base of the pyramid in figure 2.2. The dotted lines form the tip of the pyramid and the red triangle forms the base of the pyramid. The angles are shown in blue and are defined as the angle between the base of the pyramid and the three top sited of the pyramid. In the first case, for example, all angles are the same, because this is a fully symmetric pyramid. In the second case, there is one angle for the pentagon to the bottom of the pyramid and one for the two hexagons. By knowing the optimal values for the bond lengths, the in-face angles and the out of plane angles, the geometry of any fullerene can be obtained for example by a force field method (see section 2.7). The out-of-plane angles which are described in section 2.7.1 are defined slightly different from those here, but the number of unique angles in a closed fullerene remain the same for all cases.


Figure 2.3.: Graphite Vaporisation, Reprinted from H. W. Kroto et al., „C60: Buckminsterfullerene", Nature, vol. 318, no. 6042, pp. 162-163, 1985, with permission.

### 2.2 Synthesis of Fullerenes

The most common methods for the synthesis of fullerenes are laser vaporisation or resistive carbon heating, but they do also occur naturally in outer space [17, 18]. Laser vaporisation of graphite as performed by Kroto et al. [1] uses an experimental setup, which is similar to the one depicted in fig. 2.3. In this method, a spinning disk of graphite is turned into a carbon plasma by a laser, and the plasma is then shot with a supersonic helium beam, which provides cooling for the plasma, allowing molecules to be formed. The same beam also "blows" the formed carbon molecules in the integration cup. This process is completely non-selective and therefore the integration cup will contain a multitude of different carbon molecules. Hence, mass spectroscopy is needed to sort the resulting carbon molecule by their mass. Kroto et al. found that many molecules, which were formed during this process had a very high symmetry, remarkable stability and consisted of 60 carbon atoms. They had discovered the previously predicted $\mathrm{C}_{60}$-Ih Buckyball. The reason why this particular fullerene was formed, is that it is small and extremely stable, and the process is very non-selective. The fullerene formation only happens randomly when the carbon plasma is cooled with the helium beam. This way, the most stable molecules, are the most likely to occur.

The laser evaporation does not provide a method, to synthesise a specific fullerene, the results are simply a mixture of all fullerenes which can form spontaneously at high temperatures, with a strongly skewed distribution towards those with high stability. A selective method for the $\mathrm{C}_{60}$ buckyball synthesis has been developed by Krätschmer et al. in 1989 [19] and it made the production of this particular fullerene very easy. However, a rational synthesis for fullerene molecules was still far out of reach.

Resistive heating of carbon is another method to produce fullerenes from carbon materials with yields of up to 10 per cent for $\mathrm{C}_{60}$ and C 70 molecules [20]. In this method, a graphite sheet is used as a conductor and exposed to an electric current. The graphite heats up and evaporates, and is placed in a helium atmosphere, in which the carbon condenses to fullerene molecules. This method has the same problem as the laser evaporation, of being non-selective and preferring the formation of small-sized fullerenes.

### 2.2.1 Rational Synthesis from Flat Precursor Molecules

The previous methods for fullerene synthesis all share some common problems. Neither are they selective to a single fullerene nor do they offer the opportunity to synthesise large, less stable fullerene
molecules. Of the millions of possible isomers of fullerenes, only a handful are formed by these methods, with $\mathrm{C}_{60}$-Ih being the most likely. Producing a specific fullerene isomer which is suspected to have interesting properties is not an option. Therefore, a whole different approach is required when trying to synthesise the less stable elusive fullerenes. In 2002, Scott et al. developed a method for a rational synthesis of the icosahedral $\mathrm{C}_{60}$ fullerene[7]. The rational synthesis was achieved, by synthesising a polycyclic aromatic precursor molecule with flat geometry and chlorine atoms at key positions. This flat precursor molecule contained all 60 carbon atoms as well as hydrogen and chlorine atoms on the outline/periphery. The precursor molecule used by Scott et al. is shown in figure 2.1 b , where the X indicates the position of the chlorine atom. By providing the activation energy with a laser pulse, it is possible to start a chain reaction which leads to the complete dehydrogenation of the molecule. In this chain reaction, the atom pairs on both sides of a cavity of the molecule (the fjords or gaps at the asterisks for example) form a bond with each other and leaving behind two aryl radicals on both sides of the cavity. Those radicals quickly form a bond together and close another carbon ring, which forces the molecule to introduce curvature. This curvature leads to a "zipping up" of the whole precursor molecule where the periphery atoms on two sides of cavities are brought close to each other from the previous cyclo-dehydrogenation and their removal from the precursor initiates the next cyclo-dehydrogenation.

Prior work of Scott et al. has proven that the introduction of chlorine atoms greatly improved the auto-assembly potential of small geodesic polyarenes. This understanding was used to add the chlorine atoms to the $\mathrm{C}_{60}$ precursor. This precursor molecule proved to auto-assemble selectively when activated with a laser pulse to the $\mathrm{C}_{60}$ fullerene. Thus, providing researchers with the first-ever rational synthesis of a fullerene molecule. But the yields of the reaction were very low with under $1 \%$. In 2008, Otero et al. used a $\mathrm{C}_{60}$ precursor without halogen atoms $\left(\mathrm{C}_{60} \mathrm{H}_{30}\right)$ on a platinum surface and were able to increase the yields of the auto-assembly up to nearly $100 \%$ autociteOtero2008. A yet unanswered question is, which mechanism makes the precursor molecule so selective, and how the choice an position of halogen affects the activation barrier of the precursor.

Making use of this concept of auto-assembling precursor molecules, it is conceivable to generalise the auto-assembly process to any kind of fullerene, especially the larger fullerenes, which are currently un-synthesisable. Those flat precursor molecules could then be produced by common rational synthesis paths and, exposed to laser pulses, would auto-assemble. The big problem is the extremely large number of possible precursor molecules. For the icosahedral $\mathrm{C}_{60}$ molecule, there are already $3.13 \times 10^{18}$ non-identical unfoldings [21], and that is with restrictions of only having complete carbon rings. Finding the best precursor in this space is a high dimensional problem and finding rules for how a precursor molecule should look like is essential.

### 2.2.2 Flash Vacuum Pyrolysis

The auto-assembly of the precursor molecule is initiated by a laser pulse under vacuum. This method is called Flash Vacuum Pyrolysis (FVP) and is a common technique in the synthesis of organic molecules [22]. In this case, it provokes a chemical reaction with one educt (here the precursor molecule) and multiple products (the fullerene and periphery dimers). The precursor molecule is initially flat, meaning that the optimal geometry of the molecule in its current bond situation locates all the nuclei in a common plane. To dehydrogenate the carbon atoms, the activation barrier has to be overcome. Loosely speaking, one could say, the hydrogens and chlorines, which are repelling each other, have to be brought close
together to make a bond between those atoms energetically favourable over the bond to their respective carbon atom. This has to be done without severing the carbon-carbon bonds which are already present in the precursor. FVP activates the internal vibrational modes of the molecule and forces deformations on the geometry. Those internal modes will have strong deforming effects on the periphery atoms and are capable to deform the carbon skeleton to a certain degree by bending the angles. But in general, it has been shown, that the effect son the carbon rings itself are much smaller than for the attached molecules [23]. The main tunable parameters in a FVP induced reaction are the temperature of the laser and the exposure time, which restrict the amount of energy, which is transferred to the system.

The perfect amount of energy would be just enough to introduce enough geometric deformation of the molecule to start a cyclo-dehydrogenation. This will introduce the curvature and start the chain reaction ("zipping up"). If the energy is too high, the carbon-carbon bonds will be severed and the precursor molecule would be broken or the deformations will be so large that the "wrong" carbon atoms form a bond, leaving the precursor in a very stable state. If, instead, the energy was too low the precursor molecule would just restore its initial geometry.

As any working precursor molecule is required to keep the original carbon-carbon bonds intact during the whole auto-assembly process, it is a good idea to assess a precursors potential by looking at the path, the carbon atoms have to take to bring the periphery atoms $(\mathrm{H}, \mathrm{Cl}$, etc.) close to each other. The further restriction of leaving the interatomic carbon bonds unaffected is imposed. A good way achieve both, is to treat the carbon skeleton as a rigid body (leaving the carbon-carbon bonds at their equilibrium lengths), which can only withstand a certain amount of deformation before braking. If the initial (flat) and final (closed fullerene) geometries of the precursor are known, such paths can be generated by interpolating between those in a fashion, which minimises the carbon-carbon bond deformation. The energies along this path are an important quantity for a precursor: The lower the relative energy barrier/s along this path is/are, the more likely a precursor molecule will auto-assemble to the closed fullerene. However, a too flat energy path might allow the precursor to reverse some of the steps along the way which would result in recrossing.

### 2.3 Describing Precursors as a Rigid Bodies with Hinges

To assess the quality of a precursor and its potential to auto-assemble to the closed fullerene molecule, it is important to look at the reaction path that a planar precursor has to take to form the required bonds. That is, the intermediate geometries which the planar precursor follows during the auto-assembly process.

There is no experimental data available that defines a clear reaction path for any auto-assembly as these chemical processes are neither spatially nor temporally resolvable with current methods. To obtain a possible path, other methods have to be employed. It is possible to perform quantum chemical calculations at distinct points along this path to understand how the energy develops, and how the precursor would react to the deformations which are introduced along the way. To perform these calculations an initial geometry for the precursor molecule is required at each point along the closing path, which can be used as an input. To determine a reasonable initial guess which minimises the energy while still being able to close the precursor the individual bond properties have to be considered.


Figure 2.4.: Carbon cage of the $\mathrm{C}_{60}$-Ih precursor molecule at three steps along the closing path.

The ring stabilities of hexagonal and pentagonal carbon rings are extremely high, forcing all carbon atoms, which are part of them to lie (roughly) within a plane. Therefore, the bonds between all carbon atoms are likely to close to their optimal values and so are the angles within the respective face. When trying to identify the closing path, which a fullerene precursor follows to initiate the cyclo-dehydrogenation and carbon-carbon bond formation, the existing faces are not to be destroyed. Therefore, a good way to enforce the precursor stability is to choose a path, which is close to the optimum for these faces, leaving them planar and the bond lengths and angles at the correct values. Hence, starting from the planar molecule, with the faces at the optimal geometry and face-face angles of $180^{\circ}$, the face angles can subsequently be closed, until the closed fullerene shape is reached. This procedure will lead to all intermediate geometries of the unfolding, which leave the faces at their optimal geometry (compare figures $2.4 \mathrm{a}, 2.4 \mathrm{~b}$ and 2.4 c ). These geometries can then be used as an input for the quantum chemical calculations.

It can be thought of the precursor molecule as carton model, where each face is represented as either a pentagonal or hexagonal face. This model is then glued together on the edges with duct tape so the faces can move. The precursor is now closed from a flat geometry to the final fullerene shape and this is closing is sampled. Each shot along the way can then be fed to a QC software. By describing the precursor as such rigid faces connected by hinges it is possible to enforce the restraints on the carbon cage. Section 2.5 will discuss in detail how the initial and intermediate geometries along the way can be obtained systematically.

The carbon atoms in fullerene and fullerene precursor molecules are all connected to exactly three other atoms. This regular behaviour allows the application of combinatorial methods to the geometry of fullerenes. Specifically, as was shown in [15], does this bond property allow the atoms and faces within fullerenes to be described as mathematical graphs. This concept has been generalised to all possible unfoldings, which are the cut-out polyhedrons put on the plane [6]. The following section 2.4 is going to present the main concepts and ideas from graph theory and introduce how they are related to rigid body model of fullerene precursors by prior work.

### 2.4 Graph-theoretical Background

Carbon atoms have four valence electrons and therefore always need to be part of four covalent chemical bonds to fulfil the octet rule. In fullerene molecules, this results in each carbon atom being bound to three other carbon atoms by two single and one double bond. This holds for closed surface fullerenes. Mathematically this can be represented as a graph. A graph $\mathcal{G}$ is a structure that consists of a set of nodes or vertices $\mathcal{V}$ which are pairwise connected to each other via some relation


Figure 2.5.: Planar embedding of the $\mathrm{C}_{60}-\mathrm{Ih}$, atoms are shown as red dots and the faces as blue dots. Reprinted from P. Schwerdtfeger et al., „The topology of fullerenes", WIREs Computational Molecular Science, vol. 5, no. 1, pp. 96-145, 2015, with permission.
$\mathcal{E} \subseteq\left\{(u, v) \mid(u, v) \in \mathcal{V}^{2} \wedge x \neq y\right\}$ called edge. If these pairs are unordered, meaning there is no difference between the edge $\mathcal{E}=(u, v)$ and $\mathcal{E}^{\prime}=(u, v), \mathcal{G}$ is called an undirected graph; if the edges are oriented $\mathcal{G}$ is called a directed graph or digraph. In the case of fullerenes the vertices represent the atoms while the edges of the graph substitute the chemical bonds. Representing the molecule in this fashion will lead to major simplifications when trying to obtain the geometries (see. 2.5).

A $n$-regular graph is a graph in which each vertex has the same number of neighbours $n$ i.e. that each vertex is part of the same number of edges. The special case of a 3-regular graph is referred to as a cubic graph. Graphs can very intuitively be visualised by dots connected with lines, in the case of directed graphs the lines are replaced by arrows. A graph is $n$-vertex-connected if at least $n$ vertices need to be removed to disconnect the graph and form two isolated subgraphs. If the edges of a graph can be drawn on the two-dimensional plane without intersections the graph is planar. Fullerene molecules can be represented as a cubic planar graph because each atom will be bound to exactly three other atoms.

The drawing of a planar graph on the plane without intersecting edges is called a plane graph or planar embedding of the graph. Every simple planar graph can also be drawn with straight lines according to Fáry's theorem [24]. The planar embedding of the $\mathrm{C}_{60}$-Ih fullerene is displayed in figure 2.5, where it is represented as the black lines (bonds) connecting the red dots (carbon atoms).
The implications of the fact that fullerene bond graphs are three connected planar cubic graphs are profound because this means that, according to Alexandrov's uniqueness theorem the carbon atoms form a unique set of faces and there is a unique polyhedron associated with the graph [25, Chapter 3]. This means, that the faces of the three-dimensional polyhedron can be determined directly from the bond graph of a fullerene. Extensive research has been done on the generation of all possible fullerene bond graphs, as well as on the determination of the polyhedral structure from the graphs [3-5]. And with the software developed Schwerdtfeger et al. it is possible to generate fullerene graphs as fast as $10^{5}$ isomers per second.


Figure 2.6.: $C_{2 v} \mathrm{C}_{102}$ fullerene. Planar embedding of the dual graph (a) Unfolding (b) Dual and original Polyhedron (c). Reprinted from P. Schwerdtfeger et al., „The topology of fullerenes", WIREs Computational Molecular Science, vol. 5, no. 1, pp. 96-145, 2015, with permission.

### 2.4.1 Dual Graphs

The dual of a graph is the graph, which for each face of the original graph has a vertex and an edge for every two neighbouring faces. In the case of a cubic graph, as a fullerene graph, the dual has a vertex for each face, and each of these vertexes has either five or six edges connected to it, depending on whether it is a pentagonal or hexagonal face. From a planar embedding, the dual of a graph can be easily obtained by placing a vertex in each face and connecting it to all neighbouring vertices, with which the face has at least two vertices in common. The dual graph of the $\mathrm{C}_{60}$-Ih isomer is drawn in figure 2.5 , where the blue dots represent faces and the blue lines the connecting edges.

### 2.4.2 Fullerene Unfolding and their Graphs

In [6] and [15], Avery discusses methods for the automated generation of fullerene unfoldings from their dual graph onto the plane of equilateral triangles (the "Eisenstein" plane). The distances on the fullerene surface are preserved on the inside of the fullerene unfolding. The procedure can be illustrating as taking the dual polyhedron and cutting it along the edges between the pentagon-nodes, which are the sites that induce curvature. This way there will be no curvature left and it can be unfolded onto a plane. An illustration of this unfolding for an isomer of the $\mathrm{C}_{102}$ fullerene is displayed in figure 2.6. The molecule can be seen in (c) bottom, with the dual polyhedron above. In (b) the unfolding of the dual polyhedron to the planes of equilateral triangles (Eisenstein plane) is shown.

In this dual graph, each vertex represents a face, while each triangle represents an atom. This way an unfolding of the dual fullerene graph has all the atoms represented on the plane, with the relative positions of the atoms along the surface preserved. But some bonds are cut, and hence some of the faces missing. The faces that are to be formed lie exclusively on the periphery and are the ones that will be formed by the cyclo-dehydrogenation.

It has to be the dual polyhedron that is unfolded by cutting, because if the polyhedron were to be cut out, this would duplicate the atoms at the periphery and place them in multiple places at once, which is not physically plausible. If the dual is unfolded, the faces will be duplicated instead of the atoms.

(a) Graph of the ceC60 unfolding and the different spanning trees.

Dual Graph MST (BFS) MST (DFS)
$\left[\begin{array}{c}{[1,3,2],} \\ {[4,5,0],} \\ {[6,7,0],} \\ {[8,9,0],} \\ {[5,1,10],} \\ {[4,1],} \\ {[7,2,11],} \\ {[2,6],} \\ {[12,9,3],} \\ {[3,8],} \\ {[13,4],} \\ {[6,14],} \\ {[15,8],} \\ {[10],} \\ {[11],} \\ {[12]}\end{array}\right]\left[\begin{array}{c}{[1,3,2],} \\ {[4,5],} \\ {[6,7],} \\ {[8,9],} \\ {[10],} \\ {[],} \\ {[11],} \\ {[],} \\ {[12],} \\ {[],} \\ {[13],} \\ {[14],} \\ {[15],} \\ {[],} \\ {[],} \\ {[]}\end{array}\right]\left[\begin{array}{c}{[1,3,2],} \\ {[4],} \\ {[6],} \\ {[8],} \\ {[10,5],} \\ {[],} \\ {[7,11],} \\ {[],} \\ {[12,9],} \\ {[],} \\ {[13],} \\ {[14],} \\ {[15],} \\ {[],} \\ {[],} \\ {[]}\end{array}\right]$
(b) Graph data as list of lists.

Figure 2.7.: Difference between Breadth- and Depth-First-Search at the example of a $\mathrm{C}_{60}$ unfolding.

By using this procedure the graphs of the dual unfolding can be obtained by cutting out the dual polyhedrons. This way, the graph and the dual graph of all possible unfoldings can be obtained from the fullerene graph directly with little computational effort. The space of possible unfoldings is extremely large, given that for every single fullerene, there are hundreds to thousands of different ways to cut bonds until the remaining faces are developable.

When the graph and the dual graph of the unfoldings are available, the planar, two-dimensional coordinates (or rather an initial guess for them) can be obtained by simple geometrical means and a few assumptions about bond lengths and angles (compare section 2.5). However, to close the face-face angles step by step, the dual graph has to be trimmed even further, to obtain a set of "hinges" (axes connecting two faces) which uniquely define the atoms three-dimensional positions. These are called hinges because when treating each face like a stiff object, and considering the face-face angles as free rotations, the mechanical analogon of a hinge comes to mind. Essentially, a set of hinges has to be found, which does not include any cycle, because a cycle (see figure 2.8 faces: $1-4-5$ ) will mean having more hinges then required to arrive at the closed fullerene and thereby lead to double rotations of certain vertices (for a detailed explanation see section 2.5.3).

### 2.4.3 Minimum Spanning Tree

To get this unique set of hinges, which provides the set of minimal rotations which have to be applied to each face. To arrive at the final fullerene geometry, the cycles have to be removed. A directed graph without cycles is required. Given a root face, each other face of the unfolding (or vertex of the dual) has to be reached by exactly one unique path along the edges. In graph theory, such a sub-graph is called a tree, because it branches out like a tree. The tree has to be directed outwards from the root face so that the last face at the end of an "arm" has no neighbours. Such an outwards directed tree can be used to define each faces position relatively to the parent face, therefore, any rotation applied to a face can be easily passed on to all its children and children's children, which results in a rigid body-like rotation regarding that face-face angle.

The use of an MST is very useful in this context, because it offers a way, to connect all faces of the unfolding by exactly one hinge to a parental face. Given the structure of each face (pentagon or hexagon) and the face-face angles, the coordinates of all vertices of the graph (that is the carbon atoms) are uniquely defined. Furthermore, should general rules for good precursors, like certain symmetries or arm lengths be found, those requirements could be encoded extremely fast into the generation of unfoldings, because the MST of the dual graph will contain all this information and a lot of algorithms have been derived for these.

The root face of an MST takes a special position in the tree, because it is the point of highest symmetry, and contains the only atoms, which will not be changed when applying the hinge rotations. All other faces and atoms' positions will be defined relative to the vertices of the root face. It is favourable, to pick as a root face the face in the unfolding with the highest symmetry. This can be implemented easily into the generation of fullerene unfoldings by picking a root face and for each removed edge, remove the edges which correspond to the wanted symmetry regarding the root face.

There are two different approaches to get a spanning tree from a graph, the first is via a Breadth-First Search (BFS) and the second via a Depth First Search (DFS). BFS starts at the root node and adds the directly connected nodes to the tree first, and then moves on to the nodes which are further away in the graph. The DFS starts at the root node, picks the first neighbour and explores all children of the children first, before moving to the next neighbour of the root node.

Figure 2.7a shows the dual of an icosahedral $\mathrm{C}_{60}$ precursor, with the black lines as the original graph. The three cycles at the faces $1-4-5,3-8-9$ and $2-6-7$ are removed by creating an MST. Figure 2.7 b illustrates how the data is represented, as a list of lists. Each list element represents a face and the lists contain the information, which face is a neighbour of this element. The two different spanning trees created in a breadth-first and depth-first approach are also shown in those figures. In essence, the breadth-first approach explores nodes in order of their distance from the root node, while the depth-first approach explores neighbours at the bottom level of each path first.

With the graph of the fullerene, its dual and the spanning tree, mathematical representations are now available which enable quick and easy methods to obtain the planar geometries for any possible unfolding, as well as any intermediate geometry along the trivial closing path. How these geometries are obtained from the graph is described in detail in the following section.

### 2.5 Rigid Body Vertex Construction

After all graph-theoretical information was obtained from the fullerene bond graph, and an unfolding is created, the vertices' coordinates of the unfolding (not the dual) have to be calculated. This can be done first for the planar precursor. After the planar vertices are obtained, the hinge angles can be closed until the final positions of the vertices in the fullerene is reached. The intermediate geometries can be sampled and used as input for calculations. The implementation of this can be found here.

### 2.5.1 Planar Vertex Coordinates

As described in section 2.4, the unfolding of a fullerene can be represented as a graph which connects each face to all its neighbours. This representation of a fullerene unfolding as a graph, and especially as the MST of a graph, can be used to efficiently obtain the three-dimensional vertex coordinates. By using


Figure 2.8.: C60 unfolding with Graph and Dual graph.
the dual of the unfolding, which connects the faces, it is possible to define internal hinges for a fullerene unfolding. Those hinges correspond to the edges of the dual graph. Each of these edges connects two different faces, and each of these faces has exactly two common carbon atoms. Hence, each hinge can be represented by a pair of two carbon atoms.

Figure 2.8 shows a $\mathrm{C}_{60}$ unfolding with the atom graph in black and the dual graph in purple, with the purple numbers representing the face ID. The dual graph here does not represent a MST because it contains three loops. A hinge can be found at each point where the dual graph intersects with the graph, so at each point where the blue and the purple lines cross. Not all of those hinges are present when the MST is used instead of the dual graph.

If all faces themselves are perfectly planar, that means all five points of a pentagonal face or all six for a hexagonal face lie within a plane defined by exactly one normal vector $\hat{\mathbf{n}}$. If this condition is strictly fulfilled for each face of the unfolding, the carbon coordinates of the unfolding are uniquely defined (in their local reference frame ${ }^{1}$ ) by the angles between the faces, the distances and the angles between the atoms. This becomes evident when a root face is picked, a MST created from that face, and the carbon coordinates constructed via the MST, a process which is described in the following paragraphs. By using the MST, each face of the unfolding can be reached by following the edges starting at the root face.
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Figure 2.9.: A cube.


Figure 2.10.: Planar embedding of the cube unfolding. Note how open faces disappear in the unfolding.

To illustrate how this is done, the unfolding of a carbon cube is constructed. Figure 2.9 shows the planar and the 3D embedding of a simple cube, consisting of eight carbon atoms. The planar embedding shows the six faces in different colours, where the outside of the graph is an additional face shown in white colour. This face appears in the back of the cube in the 3D embedding.

To generate an unfolding of this carbon cube, two of the carbon bonds, which are represented as the black lines, have to be broken. By breaking the bonds between atoms 7 and 4, and 6 and 5 , the cube is left with three faces (see fig 2.10). If now the MST is created, with the yellow face as a root face, the only directed edges that are in the tree are the ones that span from the root face A to faces B and C respectively ( $H_{0}$ and $H_{1}$ ). If the bond length (cube length/width/height) is known and also the bond angles $\left(90^{\circ}\right)$, the root faces coordinates can be determined by simple geometrical methods ${ }^{2}$.

The coordinates of the root faces' vertices can be directly obtained from the face planarity, the bond lengths, and the bond angles. To construct the coordinates of all the vertices of the faces further down in the MST, it is useful to define the transversed hinges. As mentioned above, each directed edge of the MST can be interpreted as a hinge connecting two faces, and each of these two faces will always have exactly two vertices (atoms) in common. By defining the transversed hinge as the vector between those vertices in clockwise order of the root face, there is now a unique set of 3D vectors associated with the hinges ( $H_{0}^{T}$ and $H_{1}^{T}$ ). These transversed hinges are now vectors form atom to atom. For a planar
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Figure 2.11.: Construction of planar carbon coordinates form the graph. Yellow face $A$ is the root face, B the child face. $H_{0}^{T}$ is the hinge vector, $\varphi$ is the bond angle between atoms 2-1-4 and $l_{14}$ the bond length between atoms 1-4.
face, there is a well defined normal vector, which is pointing into the paper plane for the yellow face, which can be obtained by using the cross product of two consecutive directed vertices within one plane. For example, the two vectors $\mathbf{r}_{1}-\mathbf{r}_{0}=(1,0,0)^{\mathrm{T}}$ and $\mathbf{r}_{2}-\mathbf{r}_{1}(0,1,0)^{\mathrm{T}}$ can be chosen, which leads to a normal vector $\hat{\mathbf{n}}_{1}=(1,0,0)^{\mathrm{T}} \times(0,1,0)^{\mathrm{T}}=(0,0,-1)^{\mathrm{T}}$.
Assuming that not only the root face but all other faces are also planar and lie within the same plane as the root face, the 3D coordinates of the vertices constituting faces further down in the MST can be created by the following procedure which is illustrated in figure 2.11:

1. Normalise and scale the hinge vector by the bond length $\left(l_{14} \cdot\left(H_{0}^{\mathrm{T}} /\left|H_{0}^{\mathrm{T}}\right|\right)\right)$
2. Create a rotation matrix that rotates around the normal vector of the parent face ( $\hat{\mathbf{n}}_{1}$ ) and the bond angle $\varphi_{0}$, to determine the vertex of the next vertex in the child face $\left(\mathbf{r}_{4}\right)$

$$
\mathbf{M}_{\mathrm{rot}}=\left(\begin{array}{ccc}
\cos \varphi_{0}+n_{x}^{2}\left(1-\cos \varphi_{0}\right) & n_{x} n_{y}\left(1-\cos \varphi_{0}\right)-n_{z} \sin \varphi_{0} & n_{x} n_{z}\left(1-\cos \varphi_{0}\right)+n_{y} \sin \varphi_{0} \\
n_{y} n_{x}\left(1-\cos \varphi_{0}\right)+n_{z} \sin \varphi_{0} & \cos \varphi_{0}+n_{y}^{2}\left(1-\cos \varphi_{0}\right) & n_{y} n_{z}\left(1-\cos \varphi_{0}\right)-n_{x} \sin \varphi_{0} \\
n_{z} n_{x}\left(1-\cos \varphi_{0}\right)-n_{y} \sin \varphi_{0} & n_{z} n_{y}\left(1-\cos \varphi_{0}\right)+n_{x} \sin \varphi_{0} & \cos \varphi_{0}+n_{z}^{2}\left(1-\cos \varphi_{0}\right)
\end{array}\right)
$$

3. Multiply the rotation matrix with the scaled hinge $r_{14}=\mathbf{M}_{\mathrm{rot}} \cdot\left(l_{14} \cdot\left(H_{0}^{\mathrm{T}} /\left|H_{0}^{\mathrm{T}}\right|\right)\right)$.
4. Add the obtained vector to the preceding vertex $\mathbf{r}_{1}$ to obtain the new vertex coordinates $\mathbf{r}_{4}=$ $\mathbf{r}_{1}+\mathbf{r}_{14}$.

If all faces are planar, and share the same normal vector $\hat{\mathbf{n}}$ steps $2-4$ can be repeated to obtain all other vertices within a face, each time taking the resulting vector $\mathbf{r}_{14}, \mathbf{r}_{45}, \ldots$ as the vector which is rotated around $\mathbf{M}_{\text {rot }}$ and added to the results from the previous step $\mathbf{r}_{4}, \mathbf{r}_{5}, \ldots$.

### 2.5.2 Vertex Coordinates in Three Dimensional Space

In case each face lies within its own plane and neighbouring faces do not have identical normal vectors, more steps have to be performed after the vertices of each face have been calculated as described above. If the angle between the parent face and the child face is $\theta_{0}$, another rotation matrix $\mathbf{M}_{\text {rot }}^{\text {face }}$ can be defined by the transversed hinge $H_{0}^{T}$ and that angle in the same way as in step 2 above (see fig 2.12). Now the rotated face coordinates can be calculated via the following steps:

1. Calculate the connecting vector for the child faces nodes from one of the hinge nodes $\mathbf{r}_{14}=\mathbf{r}_{4}-\mathbf{r}_{1}$ and $\mathbf{r}_{15}=\mathbf{r}_{5}-\mathbf{r}_{1}$.
2. Construct the rotation matrix $\mathbf{M}_{\mathrm{rot}}^{\text {face }}$ with the angle $\varphi_{0}$ and the transversed hinge vector $H_{0}^{T}$ as axis.
3. Rotate the reference vectors by multiplying them with the rotation matrix $\mathbf{r}_{14^{\prime}}=\mathbf{M}_{\text {rot }}^{\text {face }} \cdot \mathbf{r}_{14}$ and $\mathbf{r}_{15^{\prime}}=\mathbf{M}_{\mathrm{rot}}^{\text {face }} \cdot \mathbf{r}_{15}$.
4. Calculate the new vertices by adding the rotated vector to the reference vertex $\mathbf{r}_{4^{\prime}}=\mathbf{r}_{1}+\mathbf{r}_{14^{\prime}}$ and $\mathbf{r}_{5^{\prime}}=\mathbf{r}_{1}+\mathbf{r}_{15^{\prime}}$.

This can be applied to all vertices of the child face, including the two vertices which form the hinge ( 1 and 2 in the example) because the connecting vector is the null vector $\left(\mathbf{r}_{11}=(0,0,0)^{\mathrm{T}}\right)$ and the axis itself $\left(\mathbf{r}_{12}=H_{0}^{T}\right)$ which will not be affected by the rotational matrix.


Figure 2.12.: Rotation of a child face for different-plane neighbouring faces and propagation to child face of child face.

By repeating the first process for all faces in the MST, all planar coordinates of the unfolding can be obtained. The face-face angles are all set to $180^{\circ}$ by construction the vertices within a common plane. If now the final vertex positions for the closed fullerene, and thereby the final face-face angles are known, an up-folding path can be obtained by sampling each face-face angle between the initial value of $180^{\circ}$ and the final angle $\theta_{i}$ and performing the rotation procedure for each step.

This process starts at the root face of the MST and rotates each child face by the required angle. Looking at figure 2.8, the process can be visualised as follows. First, the planar vertices are constructed, and after that, the rotation of the faces is applied. Starting at the root face 0 the vertex vectors of each face are calculated in the local reference frame which uses one of the hinge vertices as the reference origin.

In the example of the $\mathrm{C}_{60}$ unfolding in figure 2.8, that would mean, that for faces $1,5,4,10,13$ the reference origin would be 0 , for faces $2,6,7,11,14$, the vertex 2 and for faces $3,8,9,12,15$ the vertex 4. All of the connecting vectors in the three local coordinate systems which are further down in the MST are rotated with the first three rotation matrices. Those matrices correspond to the three hinges:


Figure 2.13.: Subgraph of the $\mathrm{C}_{60}$ unfolding with Hex-Hex-Pent corner.
$(0-1),(0-2)$ and $(0-3)$. If other face-face angles are to be changed as well, the procedure has to be repeated after this, with the child faces.

### 2.5.3 Avoiding Double Rotations

There is one special case that has to be considered. When a vertex is part of two faces without being part of the hinge connecting those two faces (for example vertices 18,25 and 32 in the $\mathrm{C}_{60}$ in figure 2.8 ), applying the rotation procedures would result in a double rotation around two different axes. The reason is that at the corner between two hexagonal faces and one pentagonal face the face planarity assumption is only true if all three faces are in the same plane. To illustrate why that is so, such a subsystem is chosen and displayed in figure 2.13. The point 1 is part of both hexagonal child faces and will thus be rotated around two different rotation axes $\mathbf{r}_{0}-\mathbf{r}_{5}$ and $\mathbf{r}_{8}-\mathbf{r}_{0}$. Even if the rotational angle is identical, as in this case $\varphi_{0}=\varphi_{1}=45 .^{\circ}$, the difference in the rotational axis will results in two different rotated points. The red points in fig 2.13 are the points for a rotation of hinge $H_{0}$ and the blue points for a rotation around $H_{1}$. The two different vertices for point 1 can be seen from the figure. The reason for this is, that the optimal bond lengths and bond angles within the hexagonal and the pentagonal faces, respectively can only be fulfilled for two different face angular settings. The first, and trivial case, is the planar surface corresponding to face-face angles of $180^{\circ}$, the second and less trivial case is that of the truncated icosahedron, where the hexagon-hexagon angle is $\theta_{\mathrm{HH}} \approx 41.81^{\circ}$ and the hexagon-pentagon angle $\theta_{\mathrm{HP}} \approx 37.38^{\circ}$. If both rotations would be applied to the points 1 it would be first rotated around the first hinge and then the second, so it would not lie within either face. Therefore one rotation has to be chosen that is to be applied. Although the point will now only lie within one of the two faces, it is still a good guess for the geometries along the up-folding path. The bond length and angle of the face for which the rotation is applied will still be correct, while for the other face it will be different.

To identify the vertices for which this problem will occur, the MST needs to be considered. The problem will occur if two faces share a vertex that is not part of the hinge connecting the two faces. More precisely, if a vertex (that is one of the vertices forming a face of the dual graph) is part of two faces (which are vertices of the dual graph) with the same depth in the MST, and that vertex is not part of the parent hinges, only one of the hinge rotations can be applied to this vertex.

It has to be noted, that this problem is not only due to the procedure of constructing the threedimensional coordinates by applying consecutive rotations, but it is inherent to the geometric properties
themselves. For a truncated icosahedron specifically, or any hexagon-hexagon-pentagon corner, the edge length and angle conditions can only be fulfilled simultaneously in the planar and one other case. Therefore, it is geometrically impossible to satisfy the bond length and bond angle conditions simultaneously if the three connected faces are not in the same plane. Also, the goal of this section was to obtain a guess for the geometries along the way, which can be used as inputs for the energy estimation, thus this method is suited for achieving this guess.

### 2.6 Quantum Mechanical Background

A molecule is an ensemble of protons, neutrons and electrons, which are all particles obeying the rules of Quantum Mechanics (QM), which dominates the behaviour of matter and photons in the microscopic scale. In the realm of QM, fundamental physical quantities do not take every value of a spectrum but only come in integer multiples of fundamental quanta. In 1926 Erwin Schrödinger proposed a differential equation, similar to Newtons equations of motion, which describes a quantum mechanical system via its wave function in the non-relativistic case. Solving this equation (or the Dirac equation in the relativistic case), leads to a wave function for a system which can be interpreted as the probability amplitude of physical properties of that system. The chemical properties, like geometry and energy of a molecule can be obtained by solving the Schrödinger equation of the system, containing the nuclei and electrons.

By guessing the most likely auto-assembly path, and performing a geometry optimisation at each step, it is possible to get an intuition about the behaviour of precursor molecules, and maybe identify the key mechanisms that make the auto-assembly of these molecules so selective.

Because a molecule is a QM system, its energy is defined by the Schrodinger equation, and to obtain the optimal energy, which corresponds to the optimal geometry, a solution for this equation has to be found. The following chapter introduces the fundamental approximations made and different approaches to solve the Schrödinger equation of a molecule, computationally.

### 2.6.1 From one to Many Particles

The Schrödinger equation can be written with the Hamiltonian operator $\mathrm{H}_{\text {total }}=\mathrm{T}+\mathrm{V}$ as:

$$
\begin{equation*}
\mathrm{H} \Psi=E \Psi \tag{2.1}
\end{equation*}
$$

where $\Psi$ is the quantum mechanical wave function and solution to this eigenproblem with corresponding eigenvalue $E$, the energy of the system, with the kinetic energy operator T , and the potential energy operator V . The Hamiltonian operator is the sum of kinetic and potential energy, where the kinetic energy operator is $-\frac{1}{2 m_{i}} \nabla_{i}^{2}$ and the potential energy is any external potential. The equation simply states, that at every point in time the sum of kinetic and potential energy has to be equal to a single constant scalar value $E$, essentially meaning energy conservation. The molecular wave function is a function of the nuclei's and electrons coordinates, and therefore a high dimension problem involving, even for small molecules, a large number of individual particles.

The solution $\Psi_{k}$ to the Schrödinger equation can be found by turning it into a matrix equation. If $\left\{\Phi_{\nu}\right\}$ is an orthonormal basis of the solution space, such a matrix equation can be obtained by multiplying from the left and integrating with bra-ket notation:

$$
\begin{equation*}
\left\langle\Phi_{\nu}\right| \mathrm{T}+\mathrm{V}\left|\Psi_{k}\right\rangle=\left\langle\Phi_{\nu}\right| E_{k}\left|\Psi_{k}\right\rangle=E_{k}\left\langle\Phi_{\nu} \mid \Psi_{k}\right\rangle \tag{2.2}
\end{equation*}
$$

and because $\left|\Psi_{k}\right\rangle$ can be expanded in the basis set, and it is othonormal, this leads to:

$$
\begin{equation*}
\sum_{\mu}\left\langle\Phi_{\nu}\right| \mathrm{T}+\mathrm{V}\left|\Phi_{\mu}\right\rangle=E_{k} \sum_{\mu}\left\langle\Phi_{\nu} \mid \Phi_{\mu}\right\rangle=E_{k} c_{\mu} \delta_{\mu \nu} \tag{2.3}
\end{equation*}
$$

This has to be true for all basis functions and represents an eigenproblem, which can be written in a matrix:

$$
\begin{equation*}
\mathbf{H c}=E_{k} \mathbf{c} \tag{2.4}
\end{equation*}
$$

If the single particle solution $\psi_{i}$ is expanded in an $M$ dimensional basis set $\phi_{1}, \cdots, \phi_{M}$ :

$$
\begin{equation*}
\psi_{i}=\sum_{j=1}^{M} c_{j}^{i} \phi_{j} \tag{2.5}
\end{equation*}
$$

then a basis for the $N$-particle solution can be constructed by taking the tensor product of $N$ such $M$-dimensional basis sets. If the particles are fermions and the combined wave function has to satisfy the antisymmetry under particle exchange, a way to construct the combined wave function $\Psi$ is by taking a linear combination of all possible Slater determinants $\Phi_{\nu}$ with $\nu=\left(i_{1}, i_{2}, \ldots i_{N}\right)$ of the single basis functions $\phi_{1}, \cdots, \phi_{N}$ :

$$
\Phi \nu\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)=\frac{1}{\sqrt{N!}}\left|\begin{array}{ccccc}
\phi_{i_{1}}\left(\mathbf{x}_{1}\right) & \phi_{i_{2}}\left(\mathbf{x}_{1}\right) & \phi_{i_{3}}\left(\mathbf{x}_{1}\right) & \cdots & \phi_{i_{N}}\left(\mathbf{x}_{1}\right)  \tag{2.6}\\
\phi_{i_{1}}\left(\mathbf{x}_{2}\right) & \phi_{i_{2}}\left(\mathbf{x}_{2}\right) & \phi_{i_{3}}\left(\mathbf{x}_{2}\right) & \cdots & \phi_{i_{N}}\left(\mathbf{x}_{2}\right) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\phi_{i_{1}}\left(\mathbf{x}_{N}\right) & \phi_{i_{2}}\left(\mathbf{x}_{N}\right) & \phi_{i_{3}}\left(\mathbf{x}_{N}\right) & \cdots & \phi_{i_{N}}\left(\mathbf{x}_{N}\right)
\end{array}\right|
$$

For a basis set of size $M$ and $N$ individual particles, there are exactly $\binom{M}{N}$ linearly independent Slater determinants, and the combined wave function would be a linear combination of those individual Slater determinants. The elements of the matrix from which the Slater determinant is constructed are so-called spin-orbitals. The dimension of the solution space of the combined wave function is, therefore, the binomial coefficient of M choose N. Trying to solve such a high dimensional problem with today's computational resources is a futile endeavour for all but the smallest systems, so to obtain a lower-dimensional problem, restrictions have to be made to the complexity.

To reduce the dimensionality of the problem, a common assumption made is to treat the nuclear and electronic Hamiltonian separate from each other. This method is known as the Born-Oppenheimer approximation and is based on the huge difference in nuclear and electronic masses. The mass of the nucleus exceeds the mass of the electron by several magnitudes and given the same kinetic energy, the movement of a single electron is much more rapid than of a nucleus. The Born-Oppenheimer approximation assumes the mass of the nucleus to be infinitely larger than the mass of the electrons. The electronic wave function would then only depend on the coordinates of the nuclei, and, given a perturbation in the nuclei's coordinates, immediately relax to the new ground state. By making this
approximation it is possible to treat the nuclei simply as an external potential to the electronic problem. Separating the Hamiltonian in that fashion results in a split-up of kinetic energy into two, and potential into three terms for electron-electron, electron-nuclei and nuclei-nuclei interactions:

$$
\begin{align*}
& \mathrm{H}=\mathrm{T}+\mathrm{V}  \tag{2.7}\\
& \mathrm{H}=\mathrm{T}_{\mathrm{n}}+\mathrm{T}_{\mathrm{e}}+\mathrm{V}_{\mathrm{ee}}+\mathrm{V}_{\mathrm{ne}}+\mathrm{V}_{\mathrm{nn}} .
\end{align*}
$$

This leads to an electronic and a nuclear Hamiltonian:

$$
\begin{align*}
& \mathrm{H}_{e}=\mathrm{T}_{\mathrm{e}}+\mathrm{V}_{\mathrm{ee}}+\mathrm{V}_{\mathrm{ne}} \\
& \mathrm{H}_{n}=\mathrm{T}_{\mathrm{n}}+\mathrm{V}_{\mathrm{ne}}+\mathrm{V}_{\mathrm{nn}}, \tag{2.8}
\end{align*}
$$

because the of the potential energy between nuclei and electron a full separation of the problem is not possible and the problem contains a coupling term.

### 2.6.2 Hartree Fock Theory

Hartree Fock (HF) theory assumes, that the wave function can be expressed by a single Slater determinant $\Psi$. The separated Hamiltonian operator (eq. 2.8) can be sorted by the number of electrons that participate in each term. When inserting the kinetic and potential energy operators into the equation this leads to:

$$
\begin{equation*}
\mathrm{H}_{\mathrm{e}}=\underbrace{\sum_{i} \sum_{j>i} \frac{Z_{i} Z_{j}}{\left|R_{i}-R_{j}\right|}}_{\text {Zero electron part }} \underbrace{\sum_{i}\left(-\frac{1}{2} \nabla_{i}^{2}-\sum_{j} \frac{Z_{j}}{\left|R_{j}-r_{i}\right|}\right)}_{\text {One electron part }}+\underbrace{\sum_{i} \sum_{j>i} \frac{1}{\left|r_{i}-r_{j}\right|}}_{\text {Two electron part }} . \tag{2.9}
\end{equation*}
$$

The Hamiltonian can be written as:

$$
\begin{equation*}
\mathrm{H}=\sum_{i=1}^{N_{e}} \mathrm{~h}_{i}+\sum_{i=1}^{N_{e}} \sum_{j>i}^{N_{e}}\left(\mathrm{~J}_{i j}-\mathrm{K}_{i j}\right)+\mathrm{V}_{\mathrm{nn}} \tag{2.10}
\end{equation*}
$$

with the core Hamiltonian:

$$
\begin{equation*}
\mathrm{h}_{i}=-\frac{1}{2} \nabla_{i}^{2}-\sum_{j} \frac{Z_{j}}{\left|R_{j}-r_{i}\right|}, \tag{2.11}
\end{equation*}
$$

and the Coulomb- and exchange operators J and $\mathrm{K} . \mathrm{J}$ is called the Coulomb operator, because it describes the energy associated with the repulsion of two electrons occupying their respective spin-orbital, while K is called the exchange operator. It describes the energy contribution by two electrons exchanging orbitals. Those two terms were inserted into equation 2.10 which simplifies the energy expression. The minus sign for the exchange energy term is due to the antisymmetry of the wave function. They are defined as:

$$
\begin{align*}
\mathrm{J}_{i}\left|\phi_{j}(1)\right\rangle & =\left\langle\phi_{i}(2) \mid \phi_{i}(2)\right\rangle \frac{1}{\left|r_{i j}\right|}\left|\phi_{j}(1)\right\rangle  \tag{2.12}\\
\mathrm{K}_{i}\left|\phi_{j}(1)\right\rangle & =\left\langle\phi_{i}(2) \mid \phi_{j}(2)\right\rangle \frac{1}{\left|r_{i j}\right|}\left|\phi_{i}(1)\right\rangle \tag{2.13}
\end{align*}
$$

The Coulomb operator $J_{i}$ describes the mean repulsion energy from the electron occupying spin-orbital $i$ on the electron occupying spin-orbital $j$. The exchange operator $\mathrm{K}_{i}$ described the mean repulsion energy where the electrons have been exchanged between the two orbitals. These operators treat the repulsion energies in the mean-field approximation. They are effective one-electron operators, which expresses the repulsion energy term for that particular electron as a sum of all the contributions from the other occupied spin-orbitals.

$$
\begin{equation*}
\mathrm{F}_{i}=\mathrm{h}_{i}+\sum_{j \neq i}^{N}\left(\mathrm{~J}_{j}-\mathrm{K}_{j}\right) \tag{2.14}
\end{equation*}
$$

This operator describes the kinetic energy of the electron, the energy in the potential of the nuclei, as well as the mean repulsion and exchange energy from all other orbitals. It is an effective one-electron operator. The energy of a single electronic orbital in the field of all other occupied spin-orbitals is described via the eigenvalue-equations:

$$
\begin{equation*}
\mathrm{F}_{i} \Phi_{i}=\sum_{j \neq i}^{N_{\mathrm{el}}} \lambda_{i j} \Phi_{j}=\sum_{j}^{N_{\mathrm{el}}} \lambda_{i j} \Phi_{j} \tag{2.15}
\end{equation*}
$$

In this problem, each of the spin-orbitals itself depends on the solution of all other eigenvalue problems, what makes the problem non-linear. The restriction in the sum can be removed, because it can be shown, that the Coulomb and exchange energies cancel each other in the case of $j=i$. This results in a matrix of eigenvalues $\lambda_{i j}$, which can be diagonalised by a unitary transformation so that all off diagonal elements are zero :

$$
\begin{equation*}
\lambda_{i j}=\delta_{i j} \epsilon_{i} \tag{2.16}
\end{equation*}
$$

simplifying the system to:

$$
\begin{equation*}
\mathrm{F}_{i} \Phi_{i}^{\prime}=\epsilon_{i} \Phi_{i}^{\prime} \tag{2.17}
\end{equation*}
$$

Because the solution of this eigenvalue depends on itself, the problem is a non-linear eigenvalue problem. The solution is found by iteratively solving the linear approximation until a stable solution is found. Therefore, the Hartree-Fock method is also referred to as a self-consistent field (SCF) method.

The set of orbitals in which the matrix becomes diagonal are called the canonical molecular orbitals (MOs), and the corresponding expectation values of the Fock operator $\epsilon_{i}$ are interpreted as the energies of those orbitals because the Fock operator describes the energy of a molecular orbital in the mean-field of all other occupied spin-orbitals.

To solve the Hartree-Fock equations, a reasonable initial guess for the molecular wave functions is needed. There is no analytic solution for the Schrödinger equation for any other system than the
hydrogen and the $\mathrm{H}_{2}{ }^{+}$atom. The so-called Roothan-Hall equations[26, 27], are obtained by writing the MOs as a linear combination of the atomic orbitals:

$$
\begin{equation*}
\Phi_{i}=\sum_{\alpha}^{\mathrm{M}} c_{\alpha i} \chi_{\alpha} . \tag{2.18}
\end{equation*}
$$

and inserting expansion into the Hartree-Fock equations 2.17:

$$
\begin{equation*}
\mathrm{F}_{i} \sum_{\alpha}^{\mathrm{M}} c_{\alpha i} \chi_{\alpha}=\epsilon_{i} \sum_{\alpha}^{\mathrm{M}} c_{\alpha i} \chi_{\alpha} \tag{2.19}
\end{equation*}
$$

The linear expansion coefficients $\mathbf{c}_{i}$ are constants, and therefore not affected by the Fock operator. Multiplication from the left with the complex conjugate of all the atomic basis functions $\chi_{\alpha}$ and integration of the equation, leads to a square matrix of equations with the dimensions of the number of basis functions:

$$
\begin{equation*}
\mathbf{F}_{i} \mathbf{c}_{i}=\epsilon_{i} \mathbf{S} \mathbf{c}_{i} \tag{2.20}
\end{equation*}
$$

where $\mathbf{F}_{i}$ are the Fock elements, $\mathbf{c}_{i}$ are the linear expansion coefficients, $\mathbf{S}$ the overlap integrals of the different basis functions $\chi_{\alpha}$ and $\epsilon_{i}$ are the eigenvalues to the Fock operator.

$$
\begin{align*}
& \mathbf{F}_{\alpha \beta}=\left\langle\chi_{\alpha}\right| \mathbf{F}\left|\chi_{\beta}\right\rangle  \tag{2.21}\\
& \mathbf{S}_{\alpha \beta}=\left\langle\chi_{\alpha} \mid \chi_{\beta}\right\rangle \tag{2.22}
\end{align*}
$$

These equations provide a system, to relate the basis functions $\chi$ via the expansion coefficients $\mathbf{c}_{i}$ to the MO energies $\epsilon_{i}$. By solving those equations a solution for the MO's $\Psi_{i}$ can be expressed, and via the Slater determinant, the wave function of the combined system can be solved. It is important to appreciate, that solving the Roothaan-Hall equations leads to a total number of MOs, that equals the number of basis functions $M$ used, while in the Fock matrix the number of contributing spin-orbitals is equal to the total number of electrons $N$ of the system. To get the lowest energy wave function, the $N$ lowest energy MOs are chosen.

The elements of the Fock matrix $\mathbf{F}_{\alpha \beta}$, contain the contribution from the core Hamiltonian h and the contribution from the two-electron integral part that describes the Coulomb and exchange terms. In Restricted Hartree-Fock (RHF), the spatial component of two wave functions with opposite spin are forced to be the same, and the only difference is the spin component, while in Unrestricted Hartree-Fock (UHF), the spatial components of the wave functions with opposite spin are allowed to differ.

Figure 2.14 illustrates the Hartree-Fock procedure to solve the Schrödinger equation of a molecule. The obtained solution will be in form of the coefficients of the basis set expansion for each of the spin-orbitals in the Hartree product.
By using a set of basic orbital functions (see section 2.6.5), the Hartree-Fock system of eigenvalues can be solved iteratively until a self-consistent solution is found. This way, an approximation for the MO functions can be found and the energy of the system can be determined. By minimising this energy the optimal geometry of a system in the ground state can be found. In HF theory, the $N$-body wave function is described by a single Slater determinant, and the electron-electron repulsion is described in a mean-field approximation.


Figure 2.14.: Flow chart of the Self Consistent Field (SFC) method.

### 2.6.3 Coupled-Cluster Theory

The previously outlined Hartree-Fock method describes the electron-electron interactions in the meanfield approximation. This means, that one electrons' repulsion and exchange energy is described as the mean repulsion and exchange energies from all the other occupied spin-orbitals. Since the total wave function was defined by the single best-fitting Slater determinant, to improve on the HF solution, a good idea is to include other Slater determinants. The only MOs that were used to construct the combined wave function were the occupied ones, while the virtual orbitals were left unused. The electrons were therefore restricted to only occupy the non-virtual MOs.
The general approach to improve on HF results is to expand the solution for the combined wave function by excited Slater determinants. An excited Slater determinant is the determinant of a matrix of spin-orbitals, where some of the virtual orbitals are occupied by an electron, meaning that the matrix for a system of $n$ electrons will include a $\phi_{n+1}$ orbital occupied by one of the electrons.

The linear combination of Slater determinants can be written as:

$$
\begin{equation*}
\Psi=a_{0} \Psi_{\mathrm{HF}}+\sum_{i}^{\text {occ. }} \sum_{k}^{\text {vir. }} a_{i}^{k} \Psi_{i}^{k}+\sum_{i<j}^{\text {occ. }} \sum_{k<l}^{\text {vir. }} a_{i j}^{k l} \Psi_{i j}^{k l} \tag{2.23}
\end{equation*}
$$

where $\psi_{\text {HF }}$ is the Hartree-Fock solution, $\psi_{i}^{k}$ is the Slater determinant, where electron $i$ has been exited to occupy orbital $k, \psi_{i j}^{k l}$ where electrons $i$ and $j$ have been excited to orbitals $k, l$ respectively, and so forth. This includes all possible excitations, from no electron occupying a virtual orbital to all of them occupying a virtual orbital, if the number of total MOs allows it. The methods using this kind of linear combination of Slater determinants are referred to as Configuration Interaction (CI) methods.

Coupled Cluster theory (CC) reduces the excitations to the consecutive application of a defined excitation operator $\mathbf{T}$. The cluster operator $\mathbf{T}$ is usually defined as:

$$
\begin{equation*}
\mathbf{T}=\mathbf{T}_{1}+\mathbf{T}_{2}+\mathbf{T}_{3}+\ldots \mathbf{T}_{\infty} \tag{2.24}
\end{equation*}
$$

where:

$$
\begin{equation*}
\mathbf{T}_{n}=\frac{1}{(n!)^{2}} \sum_{i_{1}, i_{2}, \ldots, i_{n}} \sum_{a_{1}, a_{2}, \ldots, a_{n}} t_{a_{1}, a_{2}, \ldots, a_{n}}^{i_{1}, i_{2}, \ldots, i_{n}} \hat{a}^{a_{1}} \hat{a}^{a_{2}} \ldots \hat{a}^{a_{n}} \hat{a}_{i_{n}} \ldots \hat{a}_{i_{2}} \hat{a}_{i_{1}} \tag{2.25}
\end{equation*}
$$

is the $n$-th excitation operator, which creates all possibile permutations of $n$ excited electrons via the creation and annihilation operators ( $\left.\hat{a}_{a}^{\dagger}=\right) \hat{a}^{a}$ and $\hat{a}_{i}$. For example the $\mathbf{T}_{1}$ operator is the operator that creates all $n$ single excited electronic Slater determinants and $\mathbf{T}_{2}$ is the operator that creates the linear combination of all possible two excited electronic wave functions $\Psi_{i j}^{k l}$ with the corresponding coefficients $t_{i j}^{k l}$. These coefficients are commonly referred to as amplitudes in the CC method. Therefore, the full CI of all possible Slater determinants is "created" by the operator $\mathbf{T}$ plus the unexcited HF wave function:

$$
\begin{equation*}
\Psi_{\mathrm{CI}}=(1+\mathbf{T}) \Psi_{\mathrm{HF}} \tag{2.26}
\end{equation*}
$$

If not the cluster operator, but instead its exponential is applied to the wave function, the results has some very interesting properties. The exponential of an operator is defined via the Taylor expansion of the exponential function:

$$
\begin{equation*}
\exp (\mathbf{T})=\sum_{k=0} \frac{1}{k!} \mathbf{T}^{k}=1+\mathbf{T}+\frac{1}{2} \mathbf{T}^{2}+\frac{1}{6} \mathbf{T}^{3}+\ldots \tag{2.27}
\end{equation*}
$$

And the exponential Ansatz yields:

$$
\begin{equation*}
\Psi_{\mathrm{CC}}=\exp (\mathbf{T}) \Psi_{\mathrm{HF}} \tag{2.28}
\end{equation*}
$$

for the CC wave function. Because the cluster operator itself is a sum of all the different excitations (see eq. 2.24) this can be re-written as:

$$
\begin{equation*}
\exp (\mathbf{T})=1+\underbrace{\left(\mathbf{T}_{1}+\mathbf{T}_{2}+\ldots\right)}_{\mathbf{T}}+\frac{1}{2} \underbrace{\left(\mathbf{T}_{1} \mathbf{T}_{1}+\mathbf{T}_{1} \mathbf{T}_{2}+\mathbf{T}_{2} \mathbf{T}_{1}+\mathbf{T}_{2} \mathbf{T}_{2}+\ldots\right)}_{\mathbf{T}^{2}}+\ldots \tag{2.29}
\end{equation*}
$$

Using the full cluster operator as it is presented in equation 2.24 does not give any advantages over a full CI calculation. Therefore, in order to benefit from it, some restrictions have to be made, and a cut-off, or truncation, after a certain $\mathbf{T}_{i}$ has to be made. Usually all excitations in the order of 3 and higher are neglected, leaving $\mathbf{T}_{\text {trunc }}=\mathbf{T}_{1}+\mathbf{T}_{2}$. This method is called Coupled-Cluster Single Double (CCSD), and the exponential of the reduced cluster operator becomes:

$$
\begin{align*}
\exp \left(\mathbf{T}_{\text {trunc }}\right)= & 1+\left(T_{1}+T_{2}\right)+\frac{1}{2}\left(T_{1}^{2}+T_{1} T_{2}+T_{2} T_{1}+T_{2}^{2}\right) \\
& +\frac{1}{6}\left(T_{1}^{3}+T_{1} T_{2} T_{1}+T_{2} T_{1}^{2}+T_{2}^{2} T_{1}+T_{1}^{2} T_{2}+T_{1} T_{2}^{2}+T_{2} T_{1} T_{2}+T_{2}^{3}\right)  \tag{2.30}\\
& +\cdots
\end{align*}
$$

Although this expression formally only contains single and double excitation terms, the consecutive application of the single and double excitation operator can create wave functions with higher-order excitations. Sorting the terms from equation 2.30 by the excitation order, results in:

$$
\begin{equation*}
\exp \left(\mathbf{T}_{\text {trunc }}\right)=\underbrace{1}_{\text {No excitation }}+\underbrace{T_{1}}_{\text {Single excitation }}+\underbrace{\left(T_{2}+\frac{1}{2} T_{1}^{2}\right)}_{\text {Double excitation }}+\underbrace{\left(\frac{1}{2} T_{1} T_{2}+\frac{1}{2} T_{2} T_{1}+\frac{1}{6} T_{1}^{3}\right)}_{\text {Triple excitation }}+\ldots \tag{2.31}
\end{equation*}
$$

The big advantage in this representation is, that different to the linear expansion of Slater determinants, where each excitation has an independent coefficient $a$ (see eq. 2.23), the amplitudes of higherorder excitations in the case of the exponential representation, are simply the product of lower-order excitations
To get the energy of the CC wave function, the Hamiltonian operator has to be applied on the modified wave function:

$$
\begin{align*}
\mathcal{H} \exp (\mathbf{T})\left|\Psi_{\mathrm{HF}}\right\rangle & =E_{\mathrm{CC}} \exp (\mathbf{T})\left|\Psi_{\mathrm{HF}}\right\rangle \\
\exp (-\mathbf{T}) \mathcal{H} \exp (\mathbf{T})\left|\Psi_{\mathrm{HF}}\right\rangle & =E_{\mathrm{CC}}\left|\Psi_{\mathrm{HF}}\right\rangle  \tag{2.32}\\
\left\langle\Psi_{\mathrm{HF}}\right| \exp (-\mathbf{T}) \mathcal{H} \exp (\mathbf{T})\left|\Psi_{\mathrm{HF}}\right\rangle & =E_{\mathrm{CC}}
\end{align*}
$$

It can be shown, that this holds not only for the full cluster operator, but also for the truncated one (see [28]). Therefore, the CC energy levels can be determined by solving the equation:

$$
\begin{equation*}
\left\langle\Psi_{\mathrm{HF}}\right| \exp (-\mathbf{T}) \mathcal{H} \exp (\mathbf{T})\left|\Psi_{\mathrm{HF}}\right\rangle=E_{\mathrm{CC}} \tag{2.33}
\end{equation*}
$$

which can be simplified to:

$$
\begin{equation*}
\left\langle\Psi_{\mathrm{HF}}\right| \mathcal{H} \exp (\mathbf{T})\left|\Psi_{\mathrm{HF}}\right\rangle=E_{\mathrm{CC}} . \tag{2.34}
\end{equation*}
$$

To solve this equation, the amplitudes of the different excitations tare required. Those can be determined by projecting onto the excited Slater determinant instead of the ground state Hartree-Fock. The theorem of Brillouin, proposed in 1934, has proven that for a SCF solution, the matrix elements of the Hamiltonian between the ground state and a single excited state $\left\langle\Psi_{\mathrm{HF}}\right| \mathcal{H}\left|\Psi_{i \mathrm{HF}}^{k}\right\rangle$ are zero[29]. Furthermore, the Slater-Condon rules[30, 31], show that for a two-particle operator like the Hamiltonian the only matrix elements that are left are the two-electron integrals for spin-orbitals which differ by a maximum of two quantum numbers. Any higher-order permutation of spin-orbital coordinates will be zero. For the full exponential operator from equation 2.29 , this leads to:

$$
\begin{align*}
E_{\mathrm{CC}} & =\left\langle\Psi_{\mathrm{HF}}\right| \mathcal{H}\left(1+\mathbf{T}_{1}+\mathbf{T}_{2}+\frac{1}{2} \mathbf{T}_{1}^{2}\right)\left|\Psi_{\mathrm{HF}}\right\rangle \\
& =\left\langle\Psi_{\mathrm{HF}}\right| \mathcal{H}\left|\Psi_{\mathrm{HF}}\right\rangle+\left\langle\Psi_{\mathrm{HF}}\right| \mathcal{H}\left|\mathbf{T}_{1} \Psi_{\mathrm{HF}}\right\rangle+\left\langle\Psi_{\mathrm{HF}}\right| \mathcal{H}\left|\mathbf{T}_{2} \Psi_{\mathrm{HF}}\right\rangle+\frac{1}{2}\left\langle\Psi_{\mathrm{HF}}\right| \mathcal{H}\left|\mathbf{T}_{1}^{2} \Psi_{\mathrm{HF}}\right\rangle \\
& =E_{\mathrm{HF}}+\sum_{i}^{\mathrm{occ}} \sum_{a}^{\text {virt }} t_{i}^{a}\left\langle\Psi_{\mathrm{HF}}\right| \overrightarrow{\mathcal{H}}\left|\Psi_{i}^{a}\right\rangle+  \tag{2.35}\\
& +\sum_{i<j}^{\text {occ virt }} \sum_{a<b}^{\text {vilouin theorem }}\left(t_{i j}^{a b}+t_{i}^{a} t_{j}^{b}-t_{i}^{b} t_{j}^{a}\right)\left\langle\Psi_{\mathrm{HF}}\right| \mathcal{H}\left|\Psi_{i j}^{a b}\right\rangle \\
& =E_{\mathrm{HF}}+\sum_{i<j}^{\text {occ }} \sum_{a<b}^{\text {virt }}\left(t_{i j}^{a b}+t_{i}^{a} t_{j}^{b}+t_{i}^{b} t_{j}^{a}\right)\left(\left\langle\psi_{i} \psi_{j} \mid \psi_{a} \psi_{b}\right\rangle-\left\langle\psi_{i} \psi_{j} \mid \psi_{b} \psi_{a}\right\rangle\right)
\end{align*}
$$

The last row in equation 2.35 applies the Slater-Condon rules for the two-electron Hamiltonian. It has to be noted, that the lack of higher-order excitation operators is not due to the truncation of the excitation operator, but is due to the Slater-Condon rules. The amplitudes, $t_{i}^{a}$ and $t_{i j}^{a b}$ are the amplitudes of the single and doubly excited wave functions.

Except for a full configuration interaction, which includes all excited Slater determinants contributing with individual amplitudes, CC is currently the best available ab initio method for computational chemistry. Except for the obvious contribution from the number of atoms, another limiting factor on the systems that modern supercomputers can solve, is the number of basis sets used, which will be discussed in section 2.6.5. With state-of-the-art basis sets and highly parallelised algorithms running on a supercomputer, it is possible to solve the Schrödinger equation via the CCSD method for systems consisting of up to a hundred atoms. It is possible to truncate the excitation to singly excited Slater determinants which would a leave Coupled-Cluster Single (CCS) method, or go up to triple and quadruple excitations, which is usually not feasible. Other methods, where the triple excitations are estimated with a less expensive method than CC exist and are referred to as $\operatorname{CCSD}(\mathrm{T})$, with a T in parenthesis to point out that those triple excitations are estimated using perturbation theory.

Although the CC method is an ab initio method and its results are yet to be matched by any other computational chemistry method, the system size of fullerenes (at least 60 atoms), restricts its application in this particular problem. It is not feasible to scan the vast precursor space with thousands of possible unfoldings with such an expensive method. Therefore, a cheaper method has to be used to make a fast
comparison of possible precursor molecules feasible. Density Functional Theory (DFT), which will be explained in the following section, provides such a tool. However, CC theory does provide a very robust method that leads to trustworthy results and if, in any way possible, the results obtained with it should be included as a reference solution for the problem at hand. In this work, the CC method was used to assess the accuracy of different functionals in the DFT method for the specific bond-formation and bond-breaking processes that occur in the auto-assembly of fullerene-precursor molecules.

### 2.6.4 Density Functional Theory

The two methods discussed above, Hartree-Fock and Coupled Cluster are both ab initio methods, using the wave function as a basis for the solution. The problem with those methods is the high dimensionality of the wave function. For each spin-orbital there are 4 coordinates, meaning that for a system of $N$ electrons, there are at least $4 N$ independent variables. It was described before, that the high dimensionality of the problem makes it infeasible to apply those methods to molecules that consist of more than a hundred atoms. A completely different approach to the determination of molecular energies developed, after the publication of the Hohenberg-Kohn theorem in 1964 [32, 33]. This theorem proofed, that for an inhomogenous electron gas in an external potential, there exists a unique functional, which relates the electron density to the energy of the ground state. In contrast to the rather obscure nature of a wave function, the electron density is a quantity, which can be observed. This functional is universal and independent from the external potential. By making the Born-Oppenheimer approximation, and treating the nuclear potential as the external potentials, it is proven that there exists a functional that relates the molecular electron density to the energy of the molecule. The big advantage in this method is, that the electrons are not treated as individual, interacting particles in their spin-orbitals, but the whole electronic state is treated as a three-dimensional function. This reduces the dimensionality drastically, making calculations of much larger molecules possible than were previously accessible through ab initio methods. There are two different approaches to DFT, one of which can do completely without orbitals, both are outlined in the following paragraphs.

## Orbital-Free DFT

The methods, exploiting the Hohenheim-Kohn theorem, are called Density Functional Theory (DFT) methods. Although it has been proven, that a functional exists, which relates the three-dimensional electron density to the energy, the exact universal functional has yet to be found. The main findings of Hohenberg and Kohn lead to an energy expression in the form of:

$$
\begin{equation*}
E=\int \mathbf{V}(R) \rho(r) d r+\frac{1}{2} \iint \frac{\rho(r) \rho\left(r^{\prime}\right)}{\left|r-r^{\prime}\right|} d r d r^{\prime}+\mathbf{G}[\rho(r)] \tag{2.36}
\end{equation*}
$$

Here $\mathbf{G}(\rho(r))$ stands for the universal functional of the electron density, the first part represents the potential of the nuclei, and the second part the self repulsion Coulomb energy of the electron density. The external potential, can be obtained from the electron density itself via a functional $V_{n e}$ that relates the cusp-like maxima in the electron density to the nucleis position and charge:

$$
\begin{equation*}
V_{n e}[\rho]=-\sum_{a}^{N_{\text {nuclei }}} \int \frac{Z_{a}\left(R_{a}\right) \rho(r)}{\left|R_{a}-r\right|} d r \tag{2.37}
\end{equation*}
$$

with the nuclear coordinates $R_{a}$, and the nuclei's charge $Z_{a}$. there are no one electronic coordinates $r_{i}$ anymore because there is now an electron density $\rho$ that has to be integrated over the whole space. The
electronic density integrated over the whole space has to equal the number of electrons of the system. The electron-electron repulsion functional takes the form:

$$
\begin{equation*}
J[\rho]=\iint \frac{\rho(r) \rho\left(r^{\prime}\right)}{\left|r-r^{\prime}\right|} d r d r^{\prime} \tag{2.38}
\end{equation*}
$$

That is a trivial result from classical physics. Those two simple functional provide terms for the external potential and the electron-electron repulsion analogon. The Hamiltonian operator can be split into three individual parts $\mathcal{H}=\mathbf{V}+\mathbf{T}+\mathbf{U}$, with the potential $\mathbf{V}$, the kinetic energy $\mathbf{T}$ and the electron-electron interaction energy $\mathbf{U}$. The kinetic energy term is not trivial and to find an expression L. H. Thomas and E. Fermi [34, 35] which was later combined with results obtained by F. Bloch and P. Dirac [36, 37] to include an electron exchange energy, lead to the following functionals:

$$
\begin{align*}
& T_{\mathrm{TF}}[\rho]=\frac{3}{10}\left(3 \pi^{2}\right)^{\frac{2}{3}} \int \rho^{\frac{5}{3}}(r) d r  \tag{2.39}\\
& K_{\mathrm{D}}[\rho]=-\frac{3}{4}\left(\frac{3}{\pi}\right)^{\frac{1}{3}} \int \rho^{\frac{5}{3}}(r) d r \tag{2.40}
\end{align*}
$$

The indices of the respective functionals are according to the person mainly associated with their discovery. Those results were derived from the assumption of a uniform electron gas, which is a bad approximation for a molecule. Another problem, that occurs if using the trivial Coulomb repulsion functional $J[\rho]$ is, that the density of every point will repel itself at any other point. The reason why this is a problem becomes evident when looking at a system with only one electron. A single electron should not have a repulsive energy contribution from itself. However, the description of an electron via the electronic density will have a repulsive contribution. The problem with the non-uniformity of the electron density can be attacked by adding correctional terms that depend on the derivative of the electron density, which has the problem that those correctional terms do not converge. A solution to the self repulsion problem is the introduction of so-called Fermi holes, which add an oppositely signed contribution to the exchange functional $J$.

In the DFT approach described above, it was possible to determine the energy of the system without making use of orbitals and reducing the many-dimensional HF method to a three-dimensional problem. Although this is a great achievement, the difficulties with the kinetic energy functional and the electronelectron repulsion are significant and the results obtained hereby do not have the required accuracy. Therefore a different approach, which re-introduces orbitals is described in the following.

## Orbital DFT

Although the lack of orbitals has some obvious benefits like the reduction to three coordinates, the poor description of kinetic energy by orbital free DFT is a major disadvantage. W. Kohn and L. J. Sham took previous approaches from orbital free DFT further [33]. Their idea was, to describe the functional $\mathbf{G}[\rho(r)]$ as a sum of a fictional energy functional $\mathbf{T}[\rho(r)]$, which describes an explicitly non-interacting electron density and an exchange and correlation part $\mathbf{E}_{\mathrm{xc}}[\rho(r)]$, which contains all the correctional terms for the electron self repulsion and the kinetic energy interaction. The Hamiltonian operator for a non-interacting electron system can be written as a sum of the operators on every individual electron, without any two-electron operators. The eigenfunctions of the kinetic energy part of such a Hamiltonian operator are the Slater determinant of the $N$ molecular orbitals of the electrons. This increases the number of independent variables to $3 N$, which is still considerably lower than in e. g. CC theory. If the
electron density is now expressed via the basis set used for the construction of the Slater determinant, as their expectation value:

$$
\begin{equation*}
\rho(r)=\sum_{i=1}^{N}\left|\chi_{i}(r)\right|^{2} \tag{2.41}
\end{equation*}
$$

the kinetic energy functional can be simplified to:

$$
\begin{align*}
& E[\rho(r)]=\underbrace{\sum_{i}^{N}\left\langle\chi_{i}\right|-\frac{1}{2} \nabla_{i}^{2}\left|\chi_{1}\right\rangle}_{\mathbf{T}_{n} i}-\underbrace{\sum_{i}^{N}\left\langle\chi_{i}\right| \sum_{j}^{\text {Nuclei } \frac{Z_{j}}{r_{i}-r_{k}}\left|\chi_{1}\right\rangle}}_{\mathbf{V}_{n e}} \\
& +\underbrace{\sum_{i}^{N}\left\langle\chi_{i}\right| \int \frac{\rho\left(r^{\prime}\right)}{r_{i}-r^{\prime}} d r^{\prime}\left|\chi_{1}\right\rangle}_{\mathbf{V}_{e e}}+\underbrace{\mathbf{E}_{X C}[\rho(r)]}_{\text {Exchange-Correlation Functional }} \tag{2.42}
\end{align*}
$$

The first two terms simplify an expression whiteout the density, due to the construction of the electron density via the orthogonal orbitals, an $N$ refers to the electron occupying the orbital $\chi_{i}$. These terms are identical to the HF terms. It has to be noted, that this equation defines what the exchange and correlation energy is. Meaning, that in orbital-containing DFT, the energy of the system is described by the energy of the non-interacting electron density and an additional energy correction functional, which describes all other effects, like the exchange and correlation energy. Furthermore, as seen in equation 2.41 , the density itself is dependent on the orbitals. This represents a set of equations, that have to be solved in the self-consistent approach similar to the HF method.

Because the definition of the exchange and correlation energy means, that this term contains all the complicated classical and non-classical interactions of the electron density, it is of paramount importance to find a functional, which describes these interactions well. Such a functional exists, according to the Hohenberg-Kohn theorem, but has not been found. The functionals, which Kohn and Sham introduced in 1965, is the so-called Local Density Approximation (LDA). In such a functional, the exchange and correlation potentials depend only on the local electron density and take the form of:

$$
\begin{equation*}
\mathbf{E}_{X C}[\rho(r)]=\int \rho(r)\left[\epsilon_{X}(\rho(r))+\epsilon_{C}(\rho(r))\right] \rho(r) d r \tag{2.43}
\end{equation*}
$$

This can be generalised to include the spin, and is then also referred to as Local Spin-Density Approximation (LSDA), by using two different spin density functionals for the two spin states $\alpha$ and $\beta$. Those result in two different spin densities, which are then normalised:

$$
\begin{equation*}
\zeta=\frac{\rho(r)_{\alpha}-\rho(r)_{\beta}}{\rho(r)_{\alpha}+\rho(r)_{\beta}} \tag{2.44}
\end{equation*}
$$

which is also called the spin polarisation. A quantity which is often seen in the formulation of functionals is the effective electron radius, which is the radius of a sphere in which the total charge of the electron density equals one electronic charge. So to say, it is the volume which contains one electron, as a function of space.

$$
\begin{equation*}
r_{S}(r)=\left(\frac{3}{4 \pi \rho(r)}\right)^{\frac{1}{3}} \tag{2.45}
\end{equation*}
$$

The exchange energies in LDA/LDSA are usually taken from the results for the homogeneous electron gas using Slater [38] or Dirac [37] exchange terms. The correlation energy has not been derived analytically, but determined via Quantum Monte Carlo integration calculations performed by Ceperly and Alder [39] in 1980. The same year, Vosko, Wilk and Nusair [40] used those calculations to construct local correlation functionals that fitted the results. In 1992, Perdew and Wang [41] used the same data set to obtain analytic functionals.

The LDA/LSDA use the homogeneous electron gas as the foundation for the electron density and to go beyond this approximation, the local non-homogeneity of the electron density has to be taken into account. This is done, by considering the derivatives of the electron density. Methods including the derivatives of the electron density are called Generalised Gradient Approximations (GGA). The usual way of constructing such a functional, is by starting with the LDA and include the dependency on the density gradient as a correctional term in the spirit of the Taylor expansion. Such a functional was proposed by A. D. Becke in 1988 [42], which included constraint on the electron density at the Fermi holes (same spin) and Coulomb hole (opposite spin). This functional describes the gradient dependent correction as:

$$
\begin{equation*}
\Delta \epsilon_{X}^{\mathrm{BB8}}=-\beta \rho^{\frac{1}{3}} \frac{x^{2}}{1+6 \beta x \sinh ^{-1}(x)} \tag{2.46}
\end{equation*}
$$

with the normalised un-directed gradient $x=\frac{|\nabla \rho|}{\rho^{\frac{\rho}{3}}}$. The only empirical parameter $\beta$ was obtained by fitting to the same data set as the previous functionals. The functional has been shown to yield the correct asymptotic behaviour for large distances [43].

A functional, which does not add a correctional term to the LDA/LDSA, but aims at describing the correlation energy directly is the Lee-Yang-Parr (LYP) functional [44, 45]. This functional does not include the same spin correlation. Some functionals go beyond the first order derivative, including the Laplace operator and higher order terms. Instead of explicitly using the Laplace operator, a common approach is to use the kinetic energy density:

$$
\begin{equation*}
\tau=\sum_{i}^{\text {occ }} \frac{1}{2}|\psi(r)|^{2} \tag{2.47}
\end{equation*}
$$

mainly for numerical reasons. Those functionals are called meta-GGA functionals.
Hybrid functionals are functionals, which describe the exchange and correlation energy of the electron density as a fractional contribution of different functionals. The initial Half-and-Half functional used by Becke in 1993 [46], calculated the exchange and correlation energy by by using a fraction of $50 \%$ Regular HF exchange (see equation 2.13), and $50 \%$ from the LSDA functional, resulting in a total exchange and correlation energy description of the form:

$$
\begin{equation*}
E_{\mathrm{X}}^{\mathrm{H}+\mathrm{H}}=\frac{1}{2} E_{\mathrm{X}}^{\mathrm{HF}}+\frac{1}{2}\left(E_{\mathrm{X}}^{\mathrm{LSDA}}+E_{\mathrm{C}}^{\mathrm{LSDA}}\right) . \tag{2.48}
\end{equation*}
$$

This increases the complexity of the problem, because as was shown above, the calculation of the exchange operators matrix elements requires the integration over a product of two different occupied spin-orbitals. An even better approximation was found also by Becke in the same year as a combination of a HF exchange part, the LSDA exchange and correlation functional, a gradient corrections from the B88 and from the PW91 functional by Perdew and Wang [41, 47, 48]. This functional contains three
empirical parameter, which describe the relative importance of certain properties. The combined energy functional is called B3PW91 (Becke-3-parameter-Perdew-Wang-91) looks as follows:

$$
\begin{equation*}
E_{\mathrm{XC}}^{\mathrm{B} 3 \mathrm{PW} 91}=E_{\mathrm{XC}}^{\mathrm{LSDA}}+a\left(E_{\mathrm{X}}^{\mathrm{HF}}-E_{\mathrm{X}}^{\mathrm{LSDA}}\right)+b \delta E_{\mathrm{X}}^{\mathrm{B} 88}+c \Delta E_{\mathrm{C}}^{\mathrm{PW} 91} . \tag{2.49}
\end{equation*}
$$

The parameter $a$ reflects how much of the systems exchange energy can be taken as pure HF exchange, and the parameters $b$ and $c$ describe how much the system needs to be corrected for non-local effects. The three parameters were fitted for a data set and the values, which were obtained are $a=0.20$, $b=0.72$ and $c=0.81$. Another approach used the 3 parameter LYP functional, which describes the complete correlation energy directly and not via a correctional term [49]. This functional is consequently called B3LYP and is one of the most used functional in computational chemistry. Interestingly, the functional made use of the same $a, b$ and $c$ parameter values as the B3PW91, using their respective physical interpretation and therefore scaling back the contribution of the LSDA correlation (compare eq. 2.50). This has been one of the most widely used functional in computational chemistry.

$$
\begin{equation*}
E_{\mathrm{XC}}^{\mathrm{B} 3 \mathrm{YP}}=(1-a) E_{\mathrm{X}}^{\mathrm{LSDA}}+a E_{\mathrm{X}}^{\mathrm{HF}}+b \delta E_{\mathrm{X}}^{\mathrm{B} 88}+(1-c) E_{\mathrm{C}}^{\mathrm{LSDA}}+c \delta E_{\mathrm{C}}^{\mathrm{LYP}} . \tag{2.50}
\end{equation*}
$$

Although the computational complexity of DFT methods, is comparable to HF methods when using a hybrid functional (which uses HF exchange), the results obtained through it, are much better, making DFT methods the best currently available method for large system quantum chemical calculations. Almost all methods, except for orbital-free DFT, presented above make use of a basis set to approximate the complicated form of MOs. The scaling of any method is therefore dependent on the size of this basis set. The following section will explain what kind of basis sets exist and what their properties are.

### 2.6.5 Basis Sets

As described above, all methods to solve the Schrödinger equation involve the approximation of the molecular orbitals by some basis set. The construction of the molecular wave function is then derived and expressed as a linear combination of those fundamental basis functions (LCAO method). Therefore, the results of any method are always restricted by the size of the basis set and it is important to pick a sufficiently large basis set for the chosen level of theory. This section describes the difference between basis sets, and which basis set is most appropriate for which problem.

The molecular orbitals, by which the complete electronic wave function is determined are usually expanded in a series of basis functions. These functions are required to be computationally easy to handle (allow quick integration) and should be able to yield good results for any type of atom. The spherical harmonics ( $Y_{l, m}$ ) are a natural choice for a basis function because they are part of the analytic solution for the one-electron problem, Slater-Type orbitals (STO) uses the spherical harmonics with some modifications as a basis set. They are a good choice due to their good description of the orbitals but are computationally very expensive, so they are usually not feasible for methods calculating the two-electron integrals, like HF or Hybrid-DFT.

Another type of basis functions are so-called Gaussian-Type orbitals (GTO) which are three-dimensional Gaussian functions, centred at the nuclei. Integration over those GTOs is faster than for the STOs, but this computational advantage, comes at the cost, that the description of the atomic orbitals is not as good as for the STOs.

$$
\begin{align*}
& \chi_{\zeta, n, l, m}^{\mathrm{STO}}(r, \theta, \varphi)=N Y_{l, m}(\theta, \varphi) r^{n-1} \exp ^{-\zeta r}  \tag{2.51}\\
& \chi_{\zeta, n, l, m}^{\mathrm{GTO}}(r, \theta, \varphi)=N Y_{l, m}(\theta, \varphi) r^{2 n-2-l} \exp ^{-\zeta r^{2}} \tag{2.52}
\end{align*}
$$

If the positions of the nuclei and the type of atoms are known, the choice of basis set and it defines the atomic orbitals. Each atomic orbital is then expressed as a linear combination of the basis set. Equations 2.51 and 2.52 show the form of the STO and GTO functions. For each orbital type ( $1 s, 2 s, 2 p, \ldots$ ), and each atom, there are several core basis functions which are used to construct the orbital. The parameter $\zeta$ is then fitted for each expansion and each atom. The term single $\zeta$ value, or single- $\zeta$ quality is used to describe a basis set, where for all atoms for each atomic orbital type there is exactly one $\zeta$ value which is optimised, for each of the core basis function.

For example, a basis set, which consists of three core GTO functions, and has single $\zeta$ quality, would have three different zeta values for the construction of a Hydrogen and Helium atom and each a linear expansion factor for each of the Gaussian functions. For double $\zeta$ quality, this number would rise to six. The Pople series [50] split up the orbitals, into an inner core part, and an outer valence part, which was furthermore subdivided into parts. For a second-row element, this would mean, that the $1 s$ orbital is constituted, by 4 Gaussian functions, and the valence shell $2 s$ has double $\zeta$ quality, with two Gaussian functions for the first $\zeta$ and one for the second. The valence shell $2 p$ also has double $\zeta$ quality with two and one basis functions. Furthermore, the $2 p$ orbitals are split up into three angular momentum components.

The polarisation functions are added to the basis set to describe the effect that bonds have on the electrons, however, the correlation effect also influences the probability of finding electrons in a certain region. Considering a hydrogen fluoride molecule, for example, the fluorine's electro-negativity (a measure for an atoms tendency to attract electrons) is much higher than for the hydrogen. The reason for this is the much larger positive charge residing in the fluorine atoms core. This miss-match in electro-negativity results in a much higher probability to find an electron close to the fluorine core than close to the hydrogen core. To account for this behaviour, it is necessary to allow the hydrogen's electron wave function to be further away from the core, or to diffuse into regions further away from the core. The functions, which are added to allow this diffusion are long-tail Gaussian functions (small $\zeta$ ) and are indicated by a plus sign for heavy atoms and two plus signs for heavy atoms and hydrogen.

The basis set $3-21 G^{* *}+$, for example, would mean a Pople like basis set describing the core with 3 GTOs, having double zeta quality (two numbers after the "-") for the valence part, with the first valence part represented by two GTOs and the second by one GTO. It will also include polarisation functions on all atoms, and diffusion functions on all but hydrogen. Basis sets can strongly influence the quality of quantum chemical calculations, and even the best level of theory, like full CI, will not yield good results if a poor basis set is chosen. However, the larger the basis set, the longer a calculation will take and it is, therefore, important to pick a basis set which suits the problem at hand.

### 2.6.6 Dispersion

Dispersion forces are weak, short-distance interactions like van der Waal forces, which occur between atoms. Most DFT methods fail to describe these forces accurately, which have an attractive long-range
part in the order of $r^{-6}$. The simplest way to add these forces is by adding a diatomic potential part with empirical parameters. To avoid short-range diversion of this potential it is custom to add a damping function, which scales back the attractive potential for small distances. Another problem is, that part of the short-range dispersion forces, might already be included in the functionals. Therefore, a scaling factor is included to reduce the contribution of this so-called empirical dispersion to avoid the double-counting of the dispersion contribution. These functional dispersion forms are also called Grimme dispersion, after their original proposer S. Grimme [51]. There are some functionals, which have been fitted to specifically include the effects of dispersion, like the Minnesota functionals $M x y$. Although the addition of empirical dispersion for these functionals can still improve the results, they do include some double-counting, which has to be taken into consideration when interpreting the results [52].

The theoretical study of quantum chemical systems poses a big difficulty starting at the theoretical approximations which have to be made to make the problem solvable (Born-Oppenheimer Approximation, one-electronic Hamiltonian, limited CI,...), choosing a method to solve that problem (HF, CCSD, DFT,...) and picking a basis set to approximate the solution. At each step of this chain, approximations are made that take a step back from physical reality as a trade-off to make calculations possible. Although this might seem like the methods described above are very difficult to verify, there are methods which can increase faith in the results obtained. Comparing DFT results to CCSD results shows whether a calculation is consistent across different methods, and verifying a DFT calculation for different functionals shows that the result only depends slightly on the choice of functional. Also, choosing a large enough basis set appropriate for the problem at hand increases the reliability of the calculations. In summary, theoretical studies of molecular systems via computational chemistry is a tricky business, but there are methods to show that the results are trustworthy across a variety of different methods and these calculations offer a spatial and temporal resolution, which is impossible to obtain via experiments. To understand reactional mechanisms of a chemical process it is a good method which, taking some precaution, can lead to a better understanding of the reaction. This makes computational chemistry and especially DFT a good candidate to study the auto-assembly of fullerene precursor and can help to understand how this process works.

### 2.7 Force Field Methods

The QM methods presented earlier are computationally too expensive, to calculate the energies of hundreds of fullerene precursor molecules at multiple points along the up folding path. However, this is exactly the kind of calculation, which would allow an assessment of the precursor quality. Precursor, which have low energy barriers along their paths are much more likely to auto-assemble, then those with high activation barriers. Therefore, a fast method is needed, which can calculate a fine grid of molecular energies along the suspected closing path. Force Field (FF) methods provide such a tool and are outlined in the following.

In contrast to quantum mechanical ab-initio approximation theories, FF methods approximate the electronic energy as a parametric function of the nuclear coordinates mostly making use of the BornOppenheimer approximation. In FF methods, the electrons of each atom are not treated as individual particles but the energy is simply defined as a parametric function of the nuclei's coordinates. The parameters of these functions can be obtained by fitting them to computational results of higher-level theories like DFT or, in the case of small systems, even CC results. In the case of high-level ab initio
methods, the molecular bonds are the result of the solution of the Schrödinger equation. When using any FF method, the bonds have to be explicitly programmed into the calculations.

FF methods simplify any QM interaction and treat a system simply by using Newton mechanics. Atoms and bonds are represented via balls with masses and sizes, connected via springs with stiffness and equilibrium lengths. Depending on the FF implementation other forces like, bond angles, Coulomb forces or out of plane potentials can be included in the FF. There has been a lot of research in the field of FF methods or molecular mechanics (MM) since the 1930s, and many of the interatomic potential's parameters have widely accepted parametric values for bond distance and stiffness. It has to be noted, that all these parameters and individual forces are not based in the quantum mechanical theory, but should be seen as a simple heuristic which can be suited to categorise certain types of chemical bonds into clusters. Those clusters show similar geometrical properties, although, their quantum mechanical foundations do not make these similarities apparent.

Although the accuracy of MM results is not comparable to high-level ab initio, or even semi-empirical methods like DFT, they are very relevant due to their enormous advantages in computation time. The treatment of big molecular systems with high-level methods is, in general, not feasible, even with access to supercomputers and state of the art parallelisation techniques. The reason for this is the extremely high number of electron-electron interactions and the complicated integrals, resulting in scaling in the order of $\approx N^{3}$ for HF and DFT based theories.

The main idea behind a FF is that any function can be written as a Taylor series around the minimum, using its derivatives. If the molecular geometry is close to the optimum, the nuclear coordinates represent such a local minimum. The complicated quantum mechanical energy can be expanded in a Taylor series around this minimum using an inter-nuclear parameterisation. This approximation is only valid in the proximity of the minimum unless the complete Taylor series is used, which is practically impossible. Therefore to simulate the breaking and formation of bonds other approximations need to be made.

This section outlines, what the foundation of force fields methods is, which parameterisations can be used and what the nature of different interatomic energy functions should be to best represent the energies of fullerene precursor-like molecules.

### 2.7.1 Force Field Energy in Molecular Mechanics

The energy of a system in a Force Field method is composed of individual distortion terms, of which each is associated with a specific deformation of the geometry of the molecule. The optimal geometry of a molecule corresponds to the deep local minimum of the FF energy term. The force acting on an atom can be obtained by taking the gradient of the energy function regarding that atoms' nuclear coordinates. The potential energy of a molecule can be approximated by the contributions of individual chemical
entities like atoms, bonds and angles [53, 54]. The typical potential energy expression in a FF method looks like this:

$$
\begin{align*}
& V_{\mathrm{FF}}=\sum_{\text {bonds }} V_{r}+\sum_{\text {bonds }} V_{\theta}+\sum_{\text {torsion }} V_{\varphi}+ \\
& \sum_{\text {out-of-plane }} V_{\text {out-of-plane }}+\sum_{\text {not-bonds }} V_{\mathrm{VdW}}+\sum_{\text {not-bonds }} V_{\mathrm{C}}+\sum V_{\text {coupling }} \tag{2.53}
\end{align*}
$$

The coupling term in the potential refers to the energies associated with the coupling of two or more other energy contributions, such as two different bonds interacting with each other. The individual contributing potential in equation 2.53 can be expressed in a Taylor expansion around their respective minimum.

## Bond Stretching Energy

The bond stretching energy term describes the energy associated with the stretching of a bond between two atoms A and B. Around an optimal bond length $l_{A B}$ the Taylor expansion until the second-order derivative yields:

$$
\begin{equation*}
V_{r}\left(\left|\boldsymbol{r}_{A B}\right|-l_{A B}\right)=V(0)+\frac{d V}{d r}\left(\left|\boldsymbol{r}_{A B}\right|-l_{A B}\right)+\frac{1}{2} \frac{d^{2} V}{d r^{2}}\left(\left|\boldsymbol{r}_{A B}\right|-l_{A B}\right)^{2}+\ldots \tag{2.54}
\end{equation*}
$$

The constant $V(0)$, which represents the energy of the two atoms at the equilibrium, is usually set to zero. Because the expansion was done at the point of the minimum, the first-order derivative is zero and leaves only the second-order term. The potential energy can, therefore, be simplified to:

$$
\begin{equation*}
V_{r}\left(\left|\boldsymbol{r}_{A B}\right|-l_{A B}\right)=\frac{1}{2} k_{A B}\left(\left|\boldsymbol{r}_{A B}\right|-l_{A B}\right)^{2} \tag{2.55}
\end{equation*}
$$

which takes the form of a harmonic potential with the force constant $k_{A B}$ of the bond between atoms A and B . The harmonic potential has only one minimum and therefore it is only sufficient to describe a bond between atoms that are not broken or formed during the calculations. The Taylor expansion of the potential is therefore only valid in the close vicinity around the actual local minimum. If new bonds are to be formed or old bonds to be broken with the application of a force field, the harmonic approximation is insufficient and higher-order terms have to be included. As this is computationally more expensive and does not necessarily reproduce the correct behaviour in the dissociation limit, other custom made interatomic potentials have been invented. A widely used potential is the Morse potential [55]:

$$
\begin{equation*}
V(r)=D_{A B}\left(1-e^{-\alpha\left(\left|\boldsymbol{r}_{A B}\right|-l_{A B}\right)}\right)^{2} \tag{2.56}
\end{equation*}
$$

with $D_{A B}$ as the dissociation energy and the constant $\alpha=\sqrt{k_{A B} / 2 D_{A B}}$. The main assumption, for


Figure 2.15.: The two different bond springs.
the auto-assembly of fullerene precursor, is, that the carbon bonds, which are already present in the
precursor molecule "survive" the auto-assembly, meaning that these bonds will not be broken in the closing process. This is a reasonable assumption for two different reasons. Firstly, the stability of benzene and cyclopentane is very high [56], making braking of those rings unlikely and secondly, the selectivity of the $\mathrm{C}_{60}$ precursor strongly suggests that the bonds, which are present in the precursor do not break in the closing process, because otherwise, other fullerene molecules would be able to form during the FVP. Therefore, the assumption of a harmonic potential is justified for the interatomic carbon potentials, for which a bond is already present in the precursor. However, there are interatomic carbon-carbon potentials which should and indeed can not be represented via this approximation. Those are the ones, between which bonds are to be formed during the auto-assembly process. Those carbon atoms are, in the precursor bond to either hydrogen or halogen atom and the automated quality assessment simulation should be able to break these carbon-halogen/carbon-hydrogen bonds and instead form a carbon-carbon bond. Moreover, the respective hydrogen or halogen atom should itself be able to form a bond with another hydrogen or halogen atom to be separated from the precursor body.

Hence, for the interatomic bonds which are to be broken during the closing, it is necessary to use a potential, which can reproduce this kind of behaviour, like the Morse potential. So the approximation for the bond stretching energies, which should be used, are harmonic potentials, for the carbon-carbon bonds, which are already present in the precursor molecules, and Morse potentials for those, where a bond needs to be formed.

All other interatomic potentials, where bonds are neither formed nor broken it is possible to use either a Morse potential, to allow a minimum at the correct bond length or simple Coulomb repulsion. Under the assumption, that as soon as a carbon-carbon bond is formed, this bond will not be broken and should thus be described as a harmonic potential, the interatomic potentials for the carbon atoms, which are close to the minimum of the Morse potential could be replaced with the harmonic potential. The tolerance, around the optimal distance for which this potential form exchange is done, is an important parameter, which could strongly affect the results of a FF method.

The optimal distances for the bonds area another very important value. There are a lot of literature values available for average bond lengths, which could be used. However, the fullerene precursor molecules present a very specific type of molecule, with reoccurring properties for every single molecule. For example, every precursor will have periphery C-C bonds, those which are on the outline of the precursor, and internal C-C bonds, which connect either a pentagonal with a hexagonal, a hexagonal with a hexagonal or a pentagonal with a pentagonal face. Hence the bond lengths for those different types of C-C bonds should not be taken from an average literature value, but rather determined from ab initio or other accurate calculations for fullerene precursor-like molecules. Furthermore, the optimal bond lengths are not necessarily constant during the closing process. In the closed fullerene, there will be no periphery bonds present, so those bond lengths are likely to change as a function of the precursor shape (how much curvature is present, and how closed it is). Thus, an interesting idea is to look at the results for optimal bond lengths along the suspecting closing path to include them to a FF method.

## Angular Bending Energy

In addition to the distance between two atoms in a bond, the optimal geometries for molecules also show typical behaviour for the angle between three atoms. The water molecule, for example, has a minimum at a $\angle(H O H) \approx 105^{\circ}$. Therefore, the bond angle between three atoms is a natural choice
for a force field parametrisation. The Taylor expansion is usually performed in the same way as for the bond stretching potential and terminated after the second order, leading to:

$$
\begin{equation*}
V_{\theta}=\frac{1}{2} k_{\theta}\left(\theta-\theta_{0}\right)^{2} \tag{2.57}
\end{equation*}
$$

The problem with a potential in this form is the singularity, which arises in the gradient at an angle of $180^{\circ}$ and a common workaround is to use the Taylor expansion around the $\cos \theta$ :

$$
\begin{equation*}
V_{\theta}=\frac{1}{2} k_{\theta}\left(\cos \theta-\cos \theta_{0}\right)^{2} \tag{2.58}
\end{equation*}
$$

The derivative of the cos-function is zero at the minimum and the maximums on both sides, therefore, the gradient of this potential is zero at the maximal deviation, which results in the absence of a restoring force. In practice, this means that, once an angular bond has reached a value of $180^{\circ}$, the forces regarding that angular bond is going to be zero. This is because any derivative of the potential will, via the chain rule, involve a multiplication by the derivative of the cosine, which is zero.


Figure 2.16.: Out of plane parametrisation
The vectors $\hat{v}$ and $\hat{\boldsymbol{w}}$ lie within the gray plane.

## Out of Plane Energy

The out of plane energy term is used to describe the planarity of a system involving more than three atoms. $\mathrm{Sp}^{2}$ hybridised carbon centres, which are surrounded by three other atoms form a plane in the optimal geometry unless otherwise disturbed. To reproduce this planarity an expression is needed, that increases the energy of the molecule as one of those atoms is being pushed out of the plane. As was shown in [57], the out of plane energy term can be interpreted as a special case of bond bending. Therefore, a local coordinate system has to be established for each vertex. The first vector of the local coordinate system is obtained by:

$$
\begin{equation*}
\hat{\boldsymbol{u}}=\frac{\mathbf{r}_{m j} \times \mathbf{r}_{j n}}{\left|\boldsymbol{r}_{m j} \times \mathbf{r}_{j n}\right|} \tag{2.59}
\end{equation*}
$$

This vector defines the $\boldsymbol{n}-\boldsymbol{j}-\boldsymbol{m}$-plane, and the next coordinate axis is obtained, by using the component of $\mathbf{r}_{j k}$ which lies within this plane. This is done by taking $\mathbf{r}_{j k}$ and subtracting the projection on the $\hat{\boldsymbol{u}}$-axis:

$$
\begin{align*}
\mathbf{r}_{j k(w)} & =\mathbf{r}_{j k}-\left(\mathbf{r}_{j k} \cdot \hat{\boldsymbol{u}}\right) \hat{\boldsymbol{u}} \\
\hat{\boldsymbol{w}} & =\frac{\mathbf{r}_{j k(w)}}{\left|\mathbf{r}_{j k(w)}\right|} \tag{2.60}
\end{align*}
$$

The third, and final coordinate vector is obtained by the cross product of the other two:

$$
\begin{equation*}
\hat{v}=\hat{w} \times \hat{u} \tag{2.61}
\end{equation*}
$$

Now a phantom atom $\boldsymbol{i}$ is placed on the $\hat{\boldsymbol{w}}$-axis, between the atoms $\boldsymbol{n}$ and $\boldsymbol{m}$, essentially, it is placed on the intersection of the $\hat{\boldsymbol{w}}$-axis and the line connecting $\boldsymbol{m}$ and $\boldsymbol{n}$ at the fraction $f$ along $\mathbf{r}_{m n}$. This way the out of plane bend can be interpreted as a case of the bond-bending energy. The coordinates of the point $i$ can be obtained by the two equations:

$$
\begin{align*}
\mathbf{r}_{i} & =(1-f) \boldsymbol{r}_{m}+f \mathbf{r}_{n}  \tag{2.62}\\
f & =\frac{\mathbf{r}_{m j} \hat{\boldsymbol{v}}}{\mathbf{r}_{m j} \hat{\boldsymbol{v}}+\mathbf{r}_{j n} \hat{\boldsymbol{v}}} \tag{2.63}
\end{align*}
$$

## Face Planarity

Carbon rings tend to stay within one plane. Therefore, each face can be described by a mean plane and it would make sense for an MD simulation for fullerene molecules to include an additional energy term for this face planarity. This would result in a restoring force acting on each atom to be pushed in the same plane. To find the plane which described the face best, the normal vector of the mean plane has to be found under the restriction that it minimises the orthogonal distance from the plane to each point within the face. The equation which has to be satisfied if all vertices $\mathbf{r}_{i}$ of a face lie within a plane with normal vector $\boldsymbol{n}$ :

$$
\begin{equation*}
\boldsymbol{n} \cdot \mathbf{r}_{i}=d \tag{2.64}
\end{equation*}
$$

and if the vertices are transformed to the centre of mass $\mathbf{r}_{C M}$, the scalar $d$ becomes zero:

$$
\begin{equation*}
\boldsymbol{n} \cdot\left(\mathbf{r}_{i}-\mathbf{r}_{C M}\right)=0 \tag{2.65}
\end{equation*}
$$

For each point $i$ in the face, the squared orthogonal distance form the plane to the point is given by:

$$
\begin{equation*}
\mathbf{r}_{\perp}=\frac{\left|\boldsymbol{n} \cdot\left(\mathbf{r}_{i}-\mathbf{r}_{C M}\right)\right|^{2}}{\boldsymbol{n} \cdot \boldsymbol{n}} \tag{2.66}
\end{equation*}
$$

If the matrix $M$ is defined as all the coordinates of all the faces vertices, centred to the center of mass $r_{i}-r_{C M}$ the system of equations can be written as matrices:

$$
\begin{equation*}
\mathbf{r}_{\perp}=\frac{\boldsymbol{n}^{T}\left(\boldsymbol{M}^{T} \boldsymbol{M}\right) \boldsymbol{n}}{\boldsymbol{n}^{T} \boldsymbol{n}} \tag{2.67}
\end{equation*}
$$

Defining $A=M^{T} M$ leads to:

$$
\begin{equation*}
\mathbf{r}_{\perp}=\frac{\boldsymbol{n}^{T} \boldsymbol{A} \boldsymbol{n}}{\boldsymbol{n}^{T} \boldsymbol{n}} \tag{2.68}
\end{equation*}
$$

which is an eigenvalue problem and the solution is given by the eigenvector corresponding to the smallest eigenvalue. The parameter $d$ can be afterwards obtained by projecting the centre of mass onto the normal vector, leading to $d=r_{C M} \cdot n_{0}$. The smallest corresponding eigenvalue is a good measure for how planar a face is. In case of a perfectly planar face, where all vertices lie within a single plane, the eigenvalue will be zero.

### 2.7.2 Gradient of the Energy

To describe the forces acting on the system, the definition of the force $\mathbf{F}=-\nabla \mathbf{V}$ as the negative gradient of the potential is used. If the potential energy of the system is described as in equation 2.53 as a sum of individual contributions, the derivative of the potential energy is simplified also to the form of a summation over the different gradients, and the force acting on each atom, is simply the sum over all contributions, from bonds, angles, out of plane etc. Therefore the individual gradients of those potential energy contributions are derived in the following.

When using any harmonic potential, the gradient can be split up into the functional derivative and the derivative of the inner function, essentially the chain rule. The functional derivative of a potential of the form $\mathbf{V}=\frac{1}{2}\left(x_{0}-x\right)^{2}$ is $\left(x_{0}-x\right)$ while the inner derivative is the derivative of the quantity $x$ itself. Therefore, for harmonic potentials, only the inner derivatives will be derived.

## Bond Stretching Gradient

The bond stretching between points $A$ and $B$ is a function of the distance between two points. If this distance is derived by one of the two points coordinates, this results in:

$$
\begin{equation*}
\nabla_{\mathbf{r}_{A}} \mathbf{r}_{A B}=\nabla_{\mathbf{r}_{A}}\left(\mathbf{r}_{B}-\mathbf{r}_{A}\right)=-\mathbb{1} \tag{2.69}
\end{equation*}
$$

In case of the Morse potential (see eq. 2.56, the functional derivative is given as:

$$
\begin{equation*}
\nabla_{\mathbf{r}_{A}} V_{\text {Morse }}=2 \alpha D_{A B}\left(e^{-\alpha\left(\left|\boldsymbol{r}_{A B}\right|-l_{A B}\right)}-e^{-2 \alpha\left(\bar{r}_{A B}-\tilde{r}_{A B}\right)}\right), \tag{2.70}
\end{equation*}
$$

which has to be multiplied with $\nabla_{\boldsymbol{r}_{A}} \boldsymbol{r}_{A B}$ to obtain the complete gradient.

## Angular Bending Gradient

The cosine of the angle for an angular spring system s as shown in figure 2.15 b is $\cos (\theta)=\hat{\boldsymbol{u}} \cdot \hat{\boldsymbol{v}}$. With the two unit vectors $\hat{\boldsymbol{v}}=\frac{\vec{v}}{|\overrightarrow{\boldsymbol{v}}|}$ and $\hat{\boldsymbol{u}}=\frac{\vec{u}}{|\overrightarrow{\boldsymbol{u}}|}$. The gradient of a unit vector can be derived as:

$$
\begin{align*}
\nabla_{\mathbf{r}_{A}} \frac{\mathbf{r}_{A B}}{\left|\mathbf{r}_{A B}\right|}= & \frac{1}{\left|\mathbf{r}_{A B}\right|} \nabla_{\mathbf{r}_{A}} \mathbf{r}_{A B}+\mathbf{r}_{A B} \nabla_{\mathbf{r}_{A}}\left(\left|\mathbf{r}_{A B}\right|^{-1}\right) \\
& \frac{1}{\left|\mathbf{r}_{A B}\right|}\left(\mathbf{r}_{\hat{A} B} \otimes \mathbf{r}_{A B}-\mathbb{1}\right)=-\nabla_{\mathbf{r}_{B}} \mathbf{r}_{\hat{A} B} \tag{2.71}
\end{align*}
$$

with using the identity matrix and the tensor product. The angle $\theta$ between the three points $a, i$ and $b$ can be defined via the cosine similarity $\cos (\theta)=\hat{\boldsymbol{u}} \cdot \hat{\boldsymbol{v}}$. The derivatives of the cosine regarding the three points involved are given by:

$$
\begin{align*}
\nabla_{\mathbf{r}_{a}} \cos \theta & =\hat{\boldsymbol{v}} \cdot \nabla_{\mathbf{r}_{a}} \hat{\boldsymbol{u}}+\hat{\hat{\boldsymbol{u}}} \cdot \nabla_{\mathbf{r}_{a}} \widehat{\boldsymbol{v}} 0 \\
& =\frac{1}{|\boldsymbol{u}|}(\hat{\boldsymbol{v}}-\hat{\boldsymbol{u}} \cdot \cos \theta)  \tag{2.72}\\
\nabla_{\mathbf{r}_{b}} \cos \theta & =\hat{\boldsymbol{v}} \cdot \nabla_{\mathbf{r}_{b}} \widehat{\boldsymbol{u}}+\hat{\boldsymbol{u}} \cdot \nabla_{\mathbf{r}_{b}} \hat{\boldsymbol{v}}+ \\
& =\frac{1}{|\boldsymbol{v}|}(\hat{\boldsymbol{u}}-\hat{\boldsymbol{v}} \cdot \cos \theta) \tag{2.73}
\end{align*}
$$

$$
\begin{align*}
\nabla_{\mathbf{r}_{i}} \cos \theta & =\hat{\boldsymbol{v}} \cdot \nabla_{\mathbf{r}_{i}} \hat{\boldsymbol{u}}+\hat{\boldsymbol{u}} \cdot \nabla_{\mathbf{r}_{i}} \hat{\boldsymbol{v}}+  \tag{2.74}\\
& =-\left(\nabla_{\mathbf{r}_{a}} \cos \theta+\nabla_{\mathbf{r}_{b}} \cos \theta\right)
\end{align*}
$$

## Out of Plane Gradient

The out of plane gradient is a special case of an angular potential gradient with a virtual atom. The gradient regarding the points $j$ and $k$ are identical to the one in the case of an angular spring. The gradient in regard to the virtual atom $\boldsymbol{i}$ (compare fig. 2.16) is itself a function of the points $\boldsymbol{m}$ and $\boldsymbol{n}$. The partial derivative of the out of plane potential for the points $\boldsymbol{m}$ and $\boldsymbol{n}$ are given by:

$$
\begin{align*}
\frac{\partial}{\partial \boldsymbol{m}} & =\frac{\partial}{\partial \boldsymbol{i}} \frac{\partial \boldsymbol{i}}{\partial \boldsymbol{m}}  \tag{2.75}\\
\frac{\partial}{\partial \boldsymbol{n}} & =\frac{\partial}{\partial \boldsymbol{i}} \frac{\partial \boldsymbol{i}}{\partial \boldsymbol{n}}
\end{align*}
$$

With $\frac{\partial \boldsymbol{i}}{\partial \boldsymbol{m}}=1-f$ and $\frac{\partial \boldsymbol{i}}{\partial \boldsymbol{n}}=f$.

### 2.7.3 Obtaining Force Constants

If a fast FF method is to be applied for the assessment of precursor quality, the geometries and energies associated with deformation of the precursor should be as accurate as possible. To obtain the force constants for the individual potential contributions, the Hessian matrix of the molecule has to be calculated with an adequate method. The Hessian matrix is the matrix of all second-order derivative combinations of a function (see eq. 2.76). In the case of a molecule, this could be the energy of the system as a function of the nuclear coordinates. The coordinates $x_{1}$ through $x_{n}$ are the $3 N$ Cartesian coordinates of the $N$ atoms in the molecule. The contribution $\frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}$ can be interpreted as how the energy changes as a function of $x_{j}$ when the system is changed a small step in the $x_{i}$ direction. Therefore, it describes the change of the energy as a function of $x_{j}$ under perturbation of the $x_{i}$ coordinate.

$$
\mathbf{H}=\left[\begin{array}{cccc}
\frac{\partial^{2} f}{\partial x_{1}^{2}} & \frac{\partial^{2} f}{\partial x_{1} \partial x_{2}} & \cdots & \frac{\partial^{2} f}{\partial x_{1} \partial x_{n}}  \tag{2.76}\\
\frac{\partial^{2} f}{\partial x_{2} \partial x_{1}} & \frac{\partial^{2} f}{\partial x_{2}^{2}} & \cdots & \frac{\partial^{2} f}{\partial x_{2} \partial x_{n}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial^{2} f}{\partial x_{n} \partial x_{1}} & \frac{\partial^{2} f}{\partial x_{n} \partial x_{2}} & \cdots & \frac{\partial^{2} f}{\partial x_{n}^{2}}
\end{array}\right]
$$

The change of the energy as a function of $x_{j}$, is equivalent to the force acting on the system in the direction of $x_{j}$, via the definition of the force via the gradient of the energy. Hence, if the gradient of the energy for a perturbation in $x_{i}$ is considered, this describes how the system would react to minimise the energy after a change in $x_{i}$. The Seminario-Method [58] offers a way to relate the Sub-Hessian of a system to force constants, which are typical for a FF parameterisation (bonds, angles, out-of-plane, ...). A refined Seminario-Method was introduced in 2018, which offers a more accurate method to obtain some of the constants [59].

(a) Original Seminario method.

(b) Augmented Seminario method.

(c) Fullerene appropriate method.

Figure 2.17.: Illustration of the different methods for angular force constant calculation.

The original Seminario method uses the sub-Hessian matrix of two atoms A, B in a chemical bond (see equation 2.77). The eigenvalues and eigenvectors of the submatrix are the magnitude and direction of the restoring forces acting on the atom A, when moving the respective partner atom B. The Hessian matrix is computed in the local minimum and therefore the first-order term of the Taylor expansion of the potential energy will disappear. Therefore, the potential energy regarding the bond length between atoms A and B takes the form of a harmonic potential in the vicinity of the local minimum. How atoms A reacts to a displacement of atom $B$ is described by the derivative of the system regarding the two points (equation 2.78). However, the sub-Hessian matrix is obtained from the numerical derivative of the quantum mechanical energy function. Therefore, it will contain all force contributions acting on atom A when atom B is displaced. This can not simply be interpreted as describing the bond stretching force constants, because displacement of atom $B$ will also change all angles in which the atoms A and B are involved, as well as the out-of-plane angles and so on.

$$
\begin{gather*}
H_{A B}=\left[\begin{array}{ccc}
\frac{\partial^{2}}{\partial x_{A} \partial x_{B}} & \frac{\partial^{2}}{\partial x_{A} \partial y_{B}} & \frac{\partial^{2}}{\partial x_{A} \partial z_{B}} \\
\frac{\partial^{2}}{\partial y_{A} \partial_{B}} & \frac{\partial^{2}}{\partial y_{A} \partial y_{B}} & \frac{\partial^{2}}{\partial y_{A} \partial z_{B}} \\
\frac{\partial^{2}}{\partial z_{A} \partial x_{B}} & \frac{\partial^{2}}{\partial z_{A} \partial y_{B}} & \frac{\partial^{2}}{\partial z_{A} \partial z_{B}}
\end{array}\right] V  \tag{2.77}\\
V_{A B}=\frac{1}{2} H_{A B}\left(\boldsymbol{r}_{A B}-\tilde{\boldsymbol{r}}_{A B}\right)^{2} \\
k_{A B}^{\text {tot }}=-\frac{\partial^{2}}{\partial \boldsymbol{r}_{A} \partial \boldsymbol{r}_{B}} V_{A B}=-H_{A B} \tag{2.78}
\end{gather*}
$$

The contribution of the force in the direction of the A-B bond has to be found. This can be done by projecting the Hessian matrix onto the A-B unit vector. This can be achieved by scaling the projection of all eigenvectors onto the bond direction with the corresponding eigenvalue. Assuming that the three eigenvalues and eigenvectors of the sub-Hessian matrix are $\lambda_{i}^{A B}, \hat{\boldsymbol{\nu}}_{i}^{A B}$, the total force constant for a bond in the Seminario method is given by:

$$
\begin{equation*}
k_{A B}=\sum_{i}^{3} \lambda_{i}^{A B}\left|\hat{\boldsymbol{u}}^{A B} \cdot \hat{\boldsymbol{\nu}}_{i}^{A B}\right| . \tag{2.7.7}
\end{equation*}
$$

Loosely speaking, this is the sum of the magnitudes of all normal modes in the direction of the A-B bond. A similar procedure leads to the calculations of the angular force constants. Here the eigenvectors are
not projected onto the bond direction, but on the direction perpendicular to the two bond directions, but within the plane defined by the three atoms, which form the angle (see figure 2.17a). The reason for this is that the angular force will act in this direction. The perpendicular vectors $\hat{\boldsymbol{P}}^{A B}$ and $\hat{\boldsymbol{P}}^{A C}$ are projected onto the two pairwise sub-Hessian matrices $H_{A B}$ and $H_{C B}$, and the combined force constant in the Seminario method is calculated by treating it as a system of two springs connected in series. This leads to an angular force constant in the form of:

$$
\begin{equation*}
\frac{1}{k_{\theta}}=\frac{1}{R_{A B}^{2} \sum_{i}^{3} \lambda_{i}^{A B}\left|\hat{\boldsymbol{P}}^{A B} \cdot \hat{\boldsymbol{\nu}}_{i}^{A B}\right|}+\frac{1}{R_{A C}^{2} \sum_{i}^{3} \lambda_{i}^{A C}\left|\hat{\boldsymbol{P}}^{A C} \cdot \hat{\boldsymbol{\nu}}_{i}^{C B}\right|} \tag{2.80}
\end{equation*}
$$

The method proposed in [59] uses a slightly different approach for the calculation of the angular force constants, which also takes into account the coupling of multiple angles applied to the same atoms. This method is required in a case as one depicted in figure 2.17 b , where there are two individual bond angles. In such a case, the displacement of atom $C$ will not only affect one single angle but will result in a change in both angles and the system has to be treated as the deformation of two coupled angular springs. Although this has been proven to improve vibrational frequency results in the cases, where a single atom is bound to a carbon ring (being part to two angular springs), the method does not take into consideration the cases in which an atom is fully surrounded and therefore part of four angular springs as it is in fullerene-like molecules (see figure 2.17c). In the case of the periphery angular springs, this will not lead to any miscalculations because this is the special case of a single atom attached to a carbon ring.

Such a method would provide a systematic way to calculate the force constants directly from the Cartesian Hessian matrix and the bond information. The harmonic force constants can be obtained at any level of theory, which offers the calculation of a Hessian matrix, essentially any Quantum Chemistry method (CC, DFT, HF), making the results comparable across a wide variety of theories. The equilibrium values of the potentials, namely the bond lengths, bond angles and out of plane distances, can be obtained from the optimal geometry itself.

### 2.7.4 Validity of the Potential Approximations

As explained above, the FF parameterisation is essential a Taylor expansion of the energy in an internal coordinate system. These coordinates are the bond lengths, angles and out-of-plane angles etc. The Taylor expansion is performed at the point of optimal geometry, which represents a local energy minimum. Therefore, the first-order terms disappear and the second-order terms yield an accurate description of the local minimum. However, as the system moves further and further away from this local minimum, the expansion around the original minimum will not be sufficient to describe the energy surface anymore. If all the higher-order derivatives of the energy function where know, the terms could be included to ensure a good approximation further and further away from the $x_{0}$. However, the big advantage of the description of the system as a harmonic potential around the minimum is the simplicity of the potential and that only the second-order derivatives are required. Therefore, the harmonic approximation should be used whenever adequate to describe an internal potential.

As mentioned above the carbon-carbon bonds of any fullerene precursor molecule should not be broken during the auto-assembly process and the bond lengths for these bonds can be expected to not leave their local minimum. Although these bonds are required to stay in the potential well, special attention should still be paid to the theoretical calculations of the precursor molecule. If at any point along the closing path the bond lengths between the carbon atoms should indicate, that the corresponding optimal
values changes, this could be added to the MD simulation in the form of a potential functional, in which the optimal value for the carbon-carbon bond itself is described as a function of how closed the fullerene is. The same reasoning inspires a thorough investigation of the bond angles along the closing path.

For the out-of-plane values, the situation is different. By using planar precursor molecules the initial state of the molecule has inherently out-of-plane angles of $180^{\circ}$, this does not hold for the final product. Due to the geometric properties of fullerene molecules, the out-of-plane angles in the closed case is not planar. Rather will the out-of-plane angles move from one local minimum to the next and the description of the energy contribution as a harmonic potential will be wrong. An out-of-plane study for the optimal intermediate geometries will be necessary to understand how these angles behave along the way. In the end, after all, other potential forms and parameter values have been performed, it is also possible to compare the obtained FF energy of the geometries along the path to the one from the DFT calculations and fit a potential for the out-of-plane angle contribution.

In summary, FF methods offer a very fast and simple way to determine molecular energies and simulate molecular dynamics. They provide an intuitive understanding of molecular forces in internal coordinates and can be used to perform many calculations for numerous different molecules. By making use of calculations performed with ab initio methods it is possible to obtain parameters, like bond lengths and angles, which can be transferred between systems. All these qualities make FF methods and especially molecular dynamics a natural choice for the automated assessment of fullerene precursor molecules.

## Method

To generate the initial geometries for the fullerene closing path, the Minimal Spanning Tree is needed. The method by which the MST was obtained from the graph and its dual is described below. To evaluate the quality of each functional and basis set, a CCSD calculation was performed on a smaller system, with similar properties to the precursor molecules. The setup for these calculations will be described in this section. After the functionals and basis sets, which lead to the best results on the small system have been identified, the $\mathrm{C}_{60}$ precursor molecule was chosen and its geometry optimised along a suspected up folding path, to find the geometries, along the way, which correspond to the minimal energy.

### 3.1 Obtaining Relevant Graph Information

The spanning tree for the fullerene unfolding was calculated in a breadth-first approach. The reason, why this was preferred over the depth-first approach is, that the hinges were required to be as close to the root face as possible. The data of the unfolding was represented as a list of lists. For the $\mathrm{C}_{60}$ unfolding, this results in a list of 60 lists, where each of those lists has three or fewer entries stating which atoms is the neighbour or the atom. When looking only at the carbon atoms in figure 3.3 this becomes clear. Atom C0 has the neighbours 1,5 and 6 , so the first list (neighbours of atom C0) will contain those numbers indicating the neighbours given in clockwise order. Atom C28 instead has only two neighbours, so the 28th list of the graph will look like [11,27]. The graph of the molecule will include the periphery atoms (halogens and hydrogens) and will for each carbon atom have exactly three neighbours so their octet is fulfilled. The dual graph is represented in the same way. The dual of the carbon unfolding and the precursor molecule will be the same because the periphery atoms do not constitute a face and will therefore not introduce any new vertices or edges to the dual graph. The algorithm for creating the spanning-tree looks like this:

```
def spanning_tree(dual_graph):
    queue = []
    visited = [False] * len(dual_graph)
    queue.append (root)
    tree = [ [] for i in range(len(dual_graph)) ]
    visited[root] = True
    while queue:
        # Take a vertex from the queue
            s = queue.pop(0)
            # Get all adjacent vertices of the dequeued vertex s. If a adjacent
            # vertex has not been visited, then mark it visited and queue it
            for i in dual_graph[s]:
                if visited[i] == False:
                        tree[s].append(i)
                        queue.append(i)
                        visited[i] = True
    return tree
```

This will return a directed spanning tree of the dual graph, which for each face contains all the immediate child faces. Having obtained the tree, the hinges can now be defined. Each hinge can be represented
as two tuples, the first tuple contains the two faces which are connected, so the vertices of the dual graph, in the order: parent face - child face. This information is until now purely graph theoretical and to define the rotational axis from section 2.5 they have to be augmented with vertex information from the original graph. Therefore, for each hinge a second tuple is defined by using the two vertices (carbon atoms) which the connected faces share. These axes should be given in a consistent order, which means they should all point in a direction, such that a rotation around them for a given angle will result in all of them, to either open or close the fullerene. The vertices of the faces are given in clockwise order seen from above and the best way to obtain a consistent orientation for the axes is to let them point in the clockwise direction of the parent face. Each hinge is therefore represented as a cross-like structure with the dual edge crossing over the edge. For a given tuple of parent and child face $i, j$ and the corresponding face lists in clockwise orientation an algorithm could look like this:

```
def hinge_axis(i,j,faces):
    hinge = []
    flip = False
    found_first_vertex = False
    # Iterate through all vertices of the parent face i
    for u in faces[i]:
        found_vertex = False
        # Iterate through all vertices of the child face j
        for v in faces[j]:
            # If parent and child face share the vertex, add it to the hinge
            # axis and set found_first_vertex and found_vertex to True
            if u == v:
                hinge.append(u)
                    found_first_vertex = True
                    found_vertex = True
                    break
        # Is the axis complete ?
        if len(hinge) == 2:
            break
        # If the parents face vertex is not found in the child face
        if found_vertex == False:
            # But the first vertex has been found
            if found_first_vertex == True:
                # Vertices in between have been skipped and the axis is not in
    clockwise order -> flip it!
            flip = True
    if flip == True:
        return hinge [:: -1]
    else:
        return hinge
```

By assigning an axis tuple to each hinge, the hinges are now complete and contain all information needed to rotate the child-faces. Each hinge represents the change of the angle between two faces, while all other parts of the molecule are treated as a rigid body. To efficiently apply these rotations to the entire molecule, it is useful to define all vertices of the graph, which will be affected by a hinge. This way, the rotation matrix can be calculated once for the required angle, all affected vertices can be expressed in the local frame of reference (relative to the hinge axis) and these connecting vectors rotated. For a single hinge, this can be done in a very simple way, by starting at the child face of a hinge and exhaustively (following all paths) go through the tree. For each face in the tree, all corresponding vertices of the graph are appended to the list.

(a) Setup for the CCSD calulcations.

(b) Schematic illustration of a possible reaction path.

Figure 3.1.: Reaction for the $\mathrm{C}_{2} \mathrm{H}_{4}$ and $\mathrm{C}_{2} \mathrm{H}_{3} \mathrm{~F}$ molecules.

As explained in section 2.5.3 after this list was created, the vertices which appear twice in the tree for hinges, which have the same distance from the root face have to removed from the affected vertices of one of them. This can be easily achieved by looking at all hinge levels, which are defined as the number of steps they are away from the root face and remove the duplicates within them unless they constitute the axis of that hinge.

### 3.2 Comparison of Different Functionals

As described in section 2.6.4, the choice of functional for a given system is not trivial. There is no one best functional, which is superior under all circumstances. Different functionals excel under different conditions. All functionals are approximations and the different description of exchange and correlation energies make some functionals better suited for a problem than others. If computational resources were unlimited, the best way to find the best fitting functional for a given system is to compare all of them with a CC calculation and pick the one, which leads to results closest to the CC calculation. However, resources are limited, and a CC calculation of a system like the $\mathrm{C}_{60}$ precursor molecule, which is the smallest fullerene precursor found so far, is not even feasible in a CC calculation. Therefore, a smaller system had to be chosen to compare the results of different functionals. The small system, however, should, to a large extent, reproduce the kind of chemical properties, that are present in the full precursor molecule.

The main feature of the auto-assembling $\mathrm{C}_{60}$ precursor was the halogen assisted cyclo-dehydrogenation (HAD), which is the name of the process, in which the hydrogen atoms, which are attached to the carbon-cycles, are removed from the precursor molecule and form a bond with a halogen atom. There are also bonds formed between two hydrogen atoms, but the main focus of this work was set on the halogen-hydrogen interaction because, as was shown by the works of L. H. Scott, the addition of halogen atoms greatly improves the yields of the auto-assembly reaction. So the main process of interest is the formation of a halogen-hydrogen bond, more specifically the formation of a bond between a halogen and hydrogen, which are both in a bond with an $s p^{2}$ hybridised carbon atom. Such carbon bonds are often interpreted as a mixture between the lower energy $s$ and two $p$ orbitals, which lie higher in energy, resulting in the three $s p^{2}$ hybridised orbitals. Those orbitals will form $\sigma$ bonds (electron density highest between the atoms), while the last remaining "unmixed" $p$ orbital will form a $\pi$ bond (electron density
highest left and right of the bond axis). So, to reproduce this kind of carbon-hydrogen/halogen bond breaking, followed by a halogen-hydrogen bond formation, two $s p^{2}$ hybridised carbon centres, with an attached halogen and hydrogen are required. One of the simplest and smallest molecules containing a $s p^{2}$ hybridised carbon atom is ethene $\mathrm{C}_{2} \mathrm{H}_{4}$. To simulate the bond formation between a hydrogen and a halogen atom, another ethene has to be added to the setup, where one of the hydrogen atoms has been replaced by a halogen atom. For the CCSD calculations, fluorine has been chosen, due to the lower number of electrons, which makes the calculations faster. The goal of these simulations was to find the optimal geometries for such a system and find the point at which the formation of the halogen halide happens, first with a CCSD calculation to have a reference value and then with different functionals to compare the results.

The functionals which have been chosen to compare to the CC results are the well known and widely used B3LYP functional. This is a functional which is comparatively cheap to compute and it is possible to do multiple calculations in a short time. The second functional which was chosen was the CAM-B3LYP functional proposed by Handy et al., which adds some long-range corrections to the B3LYP functional [60]. It is more expensive than the pure B3LYP functional but it has shown to improve the results especially for charge-transfer excitations. The third functional which was chosen for comparison was the M062X functional developed by Truhlar's research group at the University of Minnesota. The M062X functional has a strong focus on non-local exchange and its parameters are optimised only for the non-metal elements of the periodic table. Although the M062X functional, like the other two functionals, does not include an explicit description of dispersion terms, it was optimised for results including dispersion, which means that its parameters can be assumed to have a small contribution towards the dispersion corrections. All three functionals were studied with and without the addition of explicit Grimme D3 dispersion.

The calculations were performed with the GAUSSIAN G16 software [12], by performing a geometry optimisation. This geometry optimisation finds the optimal geometry for a molecule, given an input geometry. This optimisation optimises the geometry to the closest local minimum in the potential energy surface because the global minimum is the same for any system of atoms. The idea was, to move the ethene and the modified ethene (with hydrogen replaced by fluorine) closer and closer together and determine the point at which the CCSD calculation results in the formation of the halogen-halide. At this point, it is energetically favourable for the fluorine and hydrogen to form a molecule themselves and the carbon and carbon to form a bond. The initial geometric setup for the calculations was obtained by first optimising the ethene molecule and the $\mathrm{C}_{2} \mathrm{H}_{3} \mathrm{~F}$ with the CCSD method, and then placing them at a certain carbon-carbon distance as shown in figure 3.1a. If an optimisation without any restrictions would have been performed for such an initial configuration, the repulsion of the bonded H and bonded F atoms would place the two individual molecules further apart, at the distance corresponding to the minimal energy.

To hold the CC distance at a constant value, and look at how the rest of the molecule behaves under those restrictions, the calculations were performed with some coordinates frozen. This means, that the software does not optimise those nuclei's coordinates, but all the atoms which are not frozen can be moved in the optimisation process. This is a very helpful tool for this kind of calculations. The $\mathrm{C}_{60}$ auto-assembly is activated by FVP, which means, that the laser pulse provides the activation energy needed to overcome the energy barrier at the chemical transition state. If a normal optimisation was


Figure 3.2.: Setup for the CCSD calulculations.
to be performed, before the top of the hill was reached the system would just be optimised towards the closest local minimum, following the downhill direction, and all calculation would end up having the same geometry. If it is assumed, that the reaction path for the halogen capture, followed by the carbon-carbon bond formation, looks somewhat like the graph in figure 3.1b, where the $x$-axis is the carbon-carbon distance $R_{C C}$, then every point between the origin and the maximum would be optimised to the local minimum.

To determine, how accurately the different functionals represent the energy of this particular system, all the coordinates of the carbon atoms were frozen. This is a reasonable thing to do because the C-C distance for the two existing double bonds within the $\mathrm{C}_{2} \mathrm{H}_{4}$ and $\mathrm{C}_{2} \mathrm{H}_{3} \mathrm{~F}$ are very close to the distances in the resulting butane molecule, and the bond angle is also very close to the H-C-C angle. Therefore, for the correct carbon-carbon distance, all the carbon atoms within the butane molecule would be in the right position. This means, that by fixing the carbon atoms along the path, the hydrogen and fluorine atom are now placed outside of the otherwise planar molecule due to the orbital overlap. This angle will increase, the closer the two carbon atoms are, until, at a certain distance, there will be an orbital overlap between the carbon atoms as well as for the H and F atoms and they will form a bond respectively. By scanning along the carbon-carbon distance, those distance and the intermediate angles can be calculated, as well as the activation barrier, and the results can be compared to DFT calculation, to see which functional yields the results, closest to the CCSD calculations. This line search offers a way to assess the functional accuracy, in the case of a halogen-hydrogen capture attached to $s p^{2}$ hybridised carbon atoms.

To speed up the calculations and avoid small interatomic distances, the H and F atoms have been rotated outside of the plane, which is formed by the four carbon atoms at an angle as a function of the C-C distance, obtained from previous work of the author. Figure 3.2 shows how those two atoms haven been rotated out of the plane as a function of the distance $R_{C C}$. The calculations were performed for carbon-carbon distances between 1.2 and $2.49 \AA$ in steps of $0.01 \AA$ to offer a high spatial resolution for the functional comparison.

### 3.2.1 Comparison of Geometric Properties

As mentioned before the optimal values and force constants for any FF method, should, if not experimentally accessible, be calculated from an ab initio method or a method like DFT. The best method available for systems of fullerene size is DFT and the parameters should be determined by such a method. To pick the functional, which best reproduces the geometrical properties of molecules, which are similar to fullerene precursor, the optimal geometry results for the different functionals have been compared, to
those of the CCSD calculations.

As the C9 and C3 (figure 3.2) atom come closer and closer together, the H and F atoms which are bound to them will start repelling each other. The bond lengths can be expected to change during this process. If the two carbon atoms are close enough, the repulsion between the $\mathrm{H}-\mathrm{F}$ and $\mathrm{H}-\mathrm{H}$, will be strong enough to force the atoms out of the plane, causing out-of-plane angles which are different from the usual flat $180^{\circ}$ for $s p^{2}$ hybridised carbon centres. Any FF method used for the quality assessment of fullerene should be able to reproduce this kind of behaviour withing reasonable uncertainties. Thus, the functional which is used to calculate the precursor optimal geometries along the path should yield geometric properties similar to those of the CCSD. To compare the geometric results of different functionals, some key parameters (distance, angles and out-of-plane angles) have been chosen and calculated from the final geometries along the path.

### 3.2.2 Comparison of Reaction Enthalpy

Comparing the results for energy calculations of different functionals is impossible. Each functional uses a different approach to represent the exchange and correlation energy and this will lead to different absolute energy values. The same holds for a CC calculation. Although, all of them do describe the relative energy of the system in a similar way, which lead to geometric minima at the same internal coordinates, the actual energy values for these minima can not be compared. Nevertheless, the energies of a system are an extremely important quantity and if the energy barriers of fullerene precursors along a given path are to be studied by a DFT method, the functional with the highest accuracy should be chosen. As the absolute energies do not have a meaning in this comparative context, it is necessary, to come up with a quantity, which does not depend on the exact description of the system's energy. Such a quantity is the standard enthalpy of a chemical reaction. The enthalpy is defined as the energy of the product of a reaction minus the energy of the reactants. It was chosen as a comparative quantity over the activation barrier because the calculation of the activation barrier requires the calculation of the energy of the transition state. The transition state is generally not well described by a single Slater determinant but it a superposition of multiple determinants. Therefore, a method describing the system as a single determinant will result in a very poor description of the energy and the more stable quantity of the reaction enthalpy was chosen for functional performance. The two different states representing the reactants and the products of the reaction are, firstly, the two molecules placed at the maximal studied distance, and secondly, at the first distance, where the HF molecule has been formed.

### 3.3 DFT Study of Optimal $\mathrm{C}_{60}$-Precursor Geometry

The planar $\mathrm{C}_{60}$ precursor molecule which was used by L . T . Scott et al is displayed in figure 3.3, where the red lines show the bounds, which are formed during the auto-assembly. Each of those red lines is associated with the formation of a HCl or $\mathrm{H}_{2}$ molecule. As one of the main goals of this work is to identify, what the auto-assembly mechanism exactly looks like, the $\mathrm{C}_{60}$ precursor molecule was chosen to perform the DFT calculations. This molecule has been proven to selectively auto-assembly to the $\mathrm{C}_{60}$ icosahedron under FVP (see section 2.2.2), and thus provides a natural choice for this study.

The "zipping up" process is started by the FVP, meaning that the laser pulse provides the energy needed to overcome the activation barrier and start the auto-assemble process. The laser provides energy, which activates the oscillatory modes of the precursor molecule which distribute in the molecule, forcing it out of the energy minimum, and introducing intra-molecular deformations and vibrations. These
deformations then lead to a halogen assisted hydrogen capture, followed by a carbon-carbon bond formation. This newly introduced carbon-carbon bond then starts a chain reaction, which results in a total dehydrogenation of the precursor molecule and the closing of the carbon cage. Although this is a suspected reaction path, the selectivity of the auto-assembly strongly suggests that this chain reaction is taking place during the "stitching up" [7].

The deformations, associated with the smallest energies, are in general the most likely to occur. Therefore, deformations which push the molecular geometries far from the equilibrium are much less likely than those which occur close to the minimal energy geometry. Furthermore, the selectivity of the precursor suggests that no "wrong" carbon-carbon bonds are formed in the process. That means the only carbon-carbon bonds, which are formed, are the red lines depicted in figure 3.3. This indicates, that the hydrogen captures, which occur first and start the chain reaction are the ones where the "correct" H and Cl molecule form a bond. The most likely candidates for this are the chlorine and hydrogen atoms at the cavities because they are already closest to each other (shortest arcs in fig. 3.3). The inmost cavities are the ones, which are most likely to be closed first. That is, because all the forces which are acting on the outward arms, will exercise a much larger torque on the central part of the precursor due to the lever effect and the stiffness of the arms due to the face stability.

To close the first cavity, the most inwards hinges, adjacent to the root face (orange hexagon) were closed step by step with the procedure described in section 2.5 . The vertices have been rotated until the required C-C distance was reached. To place the two carbon atoms close together the three hinges around the root node have to be rotated beyond the optimal value of $142.62^{\circ}$ of the truncated icosahedron. This could have been achieved, by first rotating the maximal amount around the first hinge, and then rotating about the hinges further down in the MST, but it was decided against it because those rotations would introduce local curvature at the carbon atoms 7,10 and 13. For the fluorine-containing precursor, the first three hinges were instead simply bent beyond the optimal value, forcing the carbon atoms closer together.

When the hinges are closed, the hydrogen and halogen atom at the inmost cavity will get close to each other. To avoid large repulsion energies along the closing path, in the optimal geometry they will be places them apart from each other. There are three different possibilities for how this can be done. The two atoms can be placed outside of the bowl, inside of the bowl, or they can be on opposite sites. Because the GAUSSIAN optimisation process optimises towards the closest local minimum, the choice of the initial placement of the two atoms is very important. If both would be placed inside of the geodesic cage, to be flipped outside, both atoms would have to be rotated gradually to the outside of the bowl, because the optimisation will follow the low paths along the energy surface. As the two atoms will both be moved simultaneously, the repulsion will gradually increase. Therefore, it is extremely unlikely that the optimisation will change the inside/outside state of the two atoms. There are (most likely) two local minima in the geometric configuration, one with them being placed inside the bowl and one with them being placed outside. The case where they are placed on opposite sides was not considered in this study because it was suspected, that this will be the least likely to achieve the halogen-hydrogen capture. To calculate the energies and geometries of both local energy minima, two initial geometries were provided, both having the exact same carbon coordinates, but where the two atoms were placed either inside or outside of the geodesic cage.

The geometries were sampled as a function of the carbon carbon-distance between the atoms C29-C25, C35-C15, C21-C22, and the hydrogen and halogen atoms were rotated out of the plane using the same method as in the functional comparison. Figure 3.4 illustrates one of the intermediate initial geometries. The three red lines are the carbon-carbon distance, for which the geometries were sampled in steps of $0.05 \AA$ from $1.8 \AA$ to $3.08 \AA$. An additional interval from $1.25 \AA$ to $1.8 \AA$ was calculated for the fluorine case. Using the carbon distance as a quantity to sample is preferable over the angle because the angle will not be easily transferable to larger precursor molecules, while the carbon-carbon distance between two atoms which are expected to form a bond is an intrinsic quantity of any fullerene precursor molecule.

The initial geometry for the flat precursor molecule was obtained from a geometry optimisation performed with the GAUSSIAN software, the CAM-B3LYP functional and the Pople basis set 6-311G++(d,p). The calculations along the suspected auto-assembly path were performed using fluorine and chlorine as a halogen in a wide range of the C-C distance, to compare the two results. Although the initial geometry was calculated with Cl in the precursor, the same initial geometry was used for the precursor containing F , with the only difference being, that the $\mathrm{C}-\mathrm{Cl}$ vectors have been scaled with the vacuum $\mathrm{C}-\mathrm{F}$ bond length. This was done, because the initial geometries of the calculations only provide a guess for the optimisation, and the geometry of the precursor molecule can be expected to be mainly dominated by the carbon cage, with the choice of halogen only making a slight difference to the optimal geometry. The functional, which was used, was the B3LYP functional with Grimme dispersion (D3), because the computation times are much lower than for CAM-B3LYP, and made a large number of calculations possible.

The geometry corresponding to the minimum energy of the precursor molecule is the flat structure. This is already known and it does not make sense, to perform a full geometry optimisation at each step, because that can be expected to result in the same flat geometry for every initial setting. The focus of these calculations should provide some insight into how the molecule behaves if the curvature is forcefully introduced. Therefore, some of the nuclear coordinates had to exempt from the optimisation process to ensure the molecule will not simply relax to the planar geometry. However, these restrictions should be kept as small as possible to give the system as much freedom as possible. Therefore, the only carbon coordinates which were frozen during the calculations, are those for which the carbon distance was sampled: (C21, C22, C28, C29, C35, C15).

The study was performed for both different halogens, fluorine and chlorine at their respective cavity position, to study how the choice of halogen influences the bond behaviour.

### 3.4 Closing the $\mathrm{C}_{60}$ Precursor with Atoms Placed Inside of the Bowl

Because no halogen halide formation, followed by a carbon-carbon bond formation was be achieved by closing the innermost hinges the calculations have been repeated, with fluorine as a halogen and a slightly different initial setting. The coordinates of the carbon atoms were left exactly as before, but the fluorine and hydrogen atoms at the inmost cavity were not rotated outside of the closing cage but instead placed on the inside of the bowl. In this case, it was not possible, to close the hinge as much as before because the hydrogen and fluorine atoms get much closer to each other at smaller distances, which will cause the GAUSSIAN software to crash. The geometries were sampled for carbon-carbon distances from $1.6 \AA$ to $2.95 \AA$ in steps of $0.05 \AA$. Figure 3.5 shows how the initial setting with the halogen


Figure 3.3.: Auto-assembling C60 precursor molecule used by L. T. Scott et al [7].


Figure 3.4.: C60 precursor closed at the three hinges, adjacent to the root face.


Figure 3.5.: Initial geometry a carbon carbon distance of $2.501 \AA$ with the hydrogen and fluorine atoms placed inside and outside of the bowl.
and hydrogen atoms placed on the inside differs from the setting where they have been placed on the outside. The carbon positions for both settings are exactly the same while the fluorine and hydrogen atoms at the inner cavity have been places on opposite sides.

### 3.5 Finding the Optimal Parameter Values along a Path

To find accurate potential descriptions for MD simulations, it is important to first understand which shape the potentials should have. The different cases for the potentials are the ones explained in section 2.7.1. It could be, that some of the bond lengths change their optimal values along the way, and some of the bonds are entirely broken. To find out how the individual bonds behave along a closing path the optimised geometries along the path have been studied in detail. Although some of the carbon atoms have been frozen and their coordinated are thereby not optimised along the way, that was never done for two carbons which are bound together. Therefore, all neighbouring atoms of a carbon atom were always able to relax into the position corresponding to minimal energy. If along the closing path for the precursor molecule, the optimal bond lengths or angles for certain types of carbon bonds (hexagon-hexagon, hexagon-pentagon,...) should change, this should be visible when systematically analysing the optimal geometry path. Any MD simulation should be considering this change in optimal bond length. Special interest has to be paid to the periphery because this kind of bond lengths can be expected to largely differ from previously performed diffraction studies of the closed $\mathrm{C}_{60}$ icosahedron. The pentagon-hexagon and hexagon-hexagon bond lengths are already present in the closed molecule and can be studied with great accuracy, while the periphery bonds can not. It was analysed, whether the periphery bonds can also be put into clear categories as the interior lengths.

The face stability was an assumption made on the general knowledge, that carbon rings have a strong restoring force pushing all atoms in a plane. To verify this assumption along the whole way of the auto assembly, a least-squares plane was fitted to each face of the $\mathrm{C}_{60}$ unfolding and the squared error of all the points from that plane analysed to see if at any point along the way there is a large discrepancy between the optimal result and the planar face assumption.

## Results and Discussion

### 4.1 Functional Comparison for a Fluorine Assisted Dehydrogenation of an $s p^{2}$ Hybridised Carbon Atom

The optimised geometries for the ethene and $\mathrm{C}_{2} \mathrm{H}_{3} \mathrm{~F}$ molecule were sampled along the distance between the carbon atoms C3 and C9. Figure 4.1 shows the optimal geometry for a distance of $R_{C C}=2.49 \AA$. As can be seen, the fluorine atom and the hydrogen atoms arrange themselves in two parallel planes which each contain the carbon spine of their respective molecule. The planes are arranged to each other in such a way, that it ensures the maximal distance between the H5 and F11 and the H4 and H10 atoms. This is exactly what was to be expected when freezing all the carbon atoms. The hydrogen atoms and the fluorine atom are arranged relative to the carbon atoms of their belonging molecules in a way so that the inter-molecular repulsion is minimised.

Figure 4.1 also illustrates the carbon-carbon distance $R_{C C}$ along which the geometries were sampled, as well as the main geometric quantities of interest. The bond stretching is investigated at all bonds the carbon atoms C3 and C9 are part of. Those are the atoms, which are going to form a bond at some point along the way. The bond distance between the carbons is fixed, therefore it has not been included in the analysis. Another quantity which is of interest for the comparison of the geometries obtained by different density functionals are the out-of-plane angles. These calculated as described in equation 2.7.1. Special interest has to be paid to the out-of-plane angle of the fluorine and the hydrogen atom, which will form a molecule with the fluorine atom. The fluorine out-of-plane angle is calculated by the angle between the connecting vector from the carbon atom C9 to the fluorine atom onto the plane formed by the carbon atoms C9, C6 and the hydrogen atom H10. The plane is displayed in figure 4.1 in blue colour and the corresponding out-of-plane angle is drawn as a blue line. The out-of-plane angle and the corresponding plane for the hydrogen atom are shown in dark red colour.


Figure 4.1.: Optimised geometry for the CC calculation at a CC distance of $2.49 \AA$.


Figure 4.2.: HF distance of the optimised geometry as a function of the CC distance.

### 4.1.1 Comparison of the Optimal Geometries for CC and DFT

To analyse the results properly it is important to find out at which points at the line search the formation of the HF molecule is energetically favourable. At these points, the hydrogen and fluorine will be removed and placed apart from the rest of the two molecules. The easiest way to inspect at which points this has happened is, to look at the distance between the F11 and the H5 atom. If this distance is close to the bond distance of the HF molecule, the molecule can be expected to be formed. The molecules might be rotated around one of the carbon axes and therefore the distance between the F11 and the H5 molecule is not necessarily the correct distance to compare with, but the F11 might instead form a molecule with the H4 atoms. Therefore, the minimal F11-H5 / F11-H4 distance was chosen as an indicator of the HF formation.

Figure 4.2 shows the distance between the F11 and the H 5 / H4 atom depending on which one is smaller, for the calculations which terminated normally. The optimal geometries for tow intact initial molecules (top right) and a case where the HF has been removed from the rest (bottom left) are displayed. The graph shows the very clear behaviour, that for large carbon-carbon distances (to the right) both initial molecules are simply rotated to the point of minimal repulsion. The distance between H and F is almost constant until a carbon-carbon distance of $2.15 \AA$. In the region above $2.15 \AA$, the $\mathrm{H}-\mathrm{F}$ distance remains almost constant. If the carbon atoms move closer to each other, but the H-F distance is constant, there must be out-of-plane bending and bond stretching involved.
This trend of constant H-F distance is broken between carbon distances of $2.14 \AA$ and $2.04 \AA$. The small distance between the H and F atoms are because of the formation of the HF molecule. Below this,


Figure 4.3.: Energies of the optimal geometries of the CC calculations.
there are some points, where the HF is formed and some where it is not. The two cases for the HF distance can be put into two very clear categories. One, where the HF is formed and one where it is not. Therefore, the state of the system can be easily assessed by looking at the HF distance. The threshold for the HF distance below which the HF molecule is expected to have formed was set to $r_{\text {thresh }}=1.5 \AA$. This value was more ore less arbitrary because the two categories are so easily distinguishable that any value between the two distance clusters could have been chosen.

To understand why most of the calculations in the range of medium carbon-carbon distances between $1.92 \AA$ and $2.04 \AA$ do not form the hydrogen fluorine but it is formed at the larger distances between $2.04 \AA$ and $2.14 \AA$, it is helpful to look at the energies of the CC calculations. Figure 4.3 shows the energies along the line search path, where the background colour indicates, whether the hydrogen fluorine has been formed or not.
It is clearly visible, that the energy curve can be described as a linear combination of the two cases. One potential for the energies of the molecule where no HF has been formed and one, for the cases where the molecule has not. Both potentials look polynomial, and to find a description of the two potential wells, polynomials have been fitted to the two. A fourth-order polynomial was fitted to part in which the HF molecule is formed, and a quadratic polynomial was used for the energies without HF formation. It is can be expected that at the point where the two lines intersect, the actual turning point is reached. Left of this point, the formation of the hydrogen fluorine is energetically favourable, while on the right the energy of the state with the ethene and $\mathrm{C}_{2} \mathrm{H}_{3} \mathrm{~F}$ molecule intact has lower energy. The reason why the calculations in some cases terminate in a state of higher energy is, that the optimisation procedure does not find the global minimum of a set of atoms, it simply optimises to the closest local minimum or the local minimum it reaches first during the optimisation. This might be due to bad initial positioning of the atoms. Therefore, a calculation for a single carbon-carbon distance of a system should never be trusted completely but always be regarded in context. However, the collective results of the line search paint a very clear picture of the optimal geometry along the path.

The minimum of the energy well where the HF molecule has been formed (the bottom of the red curve) is at $1.473 \AA$ and therefore very close to the reported CC bond length of 1.476 [61]. The two polynomials


Figure 4.4.: Minimal F-H distance for the different functional with and without dispersion in comparison to CCSD method.
intersect at a carbon-carbon distance of $2.076 \AA$. For the geometric comparison of DFT to CC results, only calculation that end up in the same final state should be compared.
After the CCSD results have been discussed and the restrictions for a reasonable comparison have been identified, the obtained geometries can be compared to the results that were obtained with the different density functionals. To compare the functionals the formation of the HF as a function of the carbon-carbon distance was investigated first. This was done to determine at which points the calculations of CC and DFT end up in the same minimum and the geometries can be compared.

Figure 4.4 shows the distance results, where the GAUSSIAN program terminated normally. The rows indicate the three different functionals, and the two columns stand for the calculations with and without dispersion. All the distances are plotted on top of the CC results to make a comparison possible. It is easy to see, that the H-F distances follow the exact same trend as the CC results for all functionals with and without dispersion. This is a reassuring result, showing that all methods lead to results in the same ballpark. However, there are clear differences for when the fluorine capture is happening. This capture is visualised by the steep drop which occurs when following the coloured curve from right to left. The distance between H and F follow the CC results for all functionals with and without dispersion in very good agreement. This is not only true for the state in which they are simply repelled and do not form a molecule, but it is also true for the case in which they do form a molecule. However, this is the less
interesting of both cases, because for the study of fullerene precursor molecule an accurate description of the HF molecule is no big feature.

As explained before the reason for the formation of the HF molecule might be the process of the optimisation rather than the energetical favourability of that state. Therefore, the intersection of the two potential curves for the two different final states will lead to a more accurate distance below which the HF formation is preferable.
Such an analysis of the energies has been performed for each functional and dispersion iteration and is displayed in figure 4.5. The figure shows all results for the three functionals with and without dispersion. The background colour indicates if the corresponding HF distance of the final geometry is above or below $1.5 \AA$. For each line search, a fourth-order polynomials have been fitted to the respective data set with HF formation and a second order polynomial for no HF formation. The exact shape of the energy function is not that important, rather the point at which the two potentials meet, as well as the position and energy of the minimum for the HF forming potential.

For each functional and dispersion, the intersection point of the two plots was calculated and printed in the plot. This is the distance, below which the formation of a HF molecule should consequently lead to lower energy geometries. The C3-C9 distance corresponding to the minimal energy was calculated, by taking the minimum value of the red fit. This distance should be equivalent to the optimal bond length of the single carbon-carbon bond in 1,3 Butadiene. The calculated distances are displayed in figure 4.6a in comparison to the CCSD result plotted as a line.
For the 1,3 Butadiene molecule, the B3LYP and CAM-B3LYP functionals lead to similar values of $1.467 \AA$ only differing in the fourth digit after the decimal. The M062X functional yields optimal carbon-carbon distances of $1.470 \AA$, with the dispersion corrected functional leading to almost the same result $1.470 \AA$. In general, all of these values are very close to the CCSD result with the worst functional, pure CAM-B3LYP yielding a distance of $1.4675 \AA$ which is only $0.006 \AA$ away from the CCSD result. Although there is almost no significant difference between B3LYP and CAM-B3LYP, the M062X functional is certainly closer to the CCSD result. All these values were determined from a fourth-order polynomial fit and it can not be said with confidence that any functional would be preferable to another from this data and the addition of explicit dispersion only slightly improves the results for CAM-B3LYP and M062X, while the effect on the normal B3LYP functional is negligible.

Of more interest is the distance below which the HF will be removed from the rest because this halogen assisted dehydrogenation of the $s p^{2}$ hybridised carbon atom is the key process in the precursor autoassembly of fullerene molecules. Therefore, any functional which will be used to perform calculations of the precursor molecules should accurately describe this "capture" distance between atoms C3 and C9. This distance is shown in figure 4.6, again, in relation to the CCSD results. The B3LYP functional yields the results closest to CCSD with the addition of empirical dispersion slightly improving over the pure functional. The other two, more complex functionals, lead to intersection distances further away from the CCSD calculation with pure M062X being furthest away and underestimating the intersection point by $0.028 \AA$. When looking at the fitted polynomials in figure 4.5 , it is clear that especially the fit without HF formation has very few data points at distances smaller than the intersection point. This can lead to rather bad fits and the differences are so small, that a real distinction between the quality of the functionals by this data would not be justified. They all lead to similar results for both the capture and the 1,3 Butadiene distance with dispersion showing a slight improvement over the pure functionals.


Figure 4.5.: Energies of the optimal geometries of the DFT calculations.


Figure 4.6.: Results of the functional calculations in relation to the CCSD result.

Because dispersion effects do depend on the system size, the addition of empirical dispersion can be expected to have a bigger effect on the complete fullerene precursor.

## Bond Stretching

It is also of interest to inspect the C-F and C-H bond lengths and identify those functionals, which best describe the stretching of them when the two molecules approach each other and the atoms start repelling. The distance between the H and F molecule stays almost constant along the whole path (except of course the HF molecule was formed) which indicated that some significant bond length and angular stretching must be involved because the carbon atoms do move closer together. The only way for the H and F to remain at a constant distance would be, by being pushed away from each other as the carbon atoms approach. The two distances between C9-F11 and C3-H4/H5 can be analysed at all


Figure 4.7.: Distances along the line search path for the DFT and CCSD calculations.
points, where the HF molecule has not been formed. It might seem counter-intuitive to also include the results where the formation of a HF molecule is energetically favourable, but it is not. This only means, the optimisation procedure for the CCSD calculation did get stuck in the 'wrong' local minimum and if the DFT calculations did get stuck in the same minimum the results can also be included in the analysis. The only requirement is, that the calculation for which the distances were analysed did end in a state without the formation of the halogen-fluorine.

Figure 4.7a shows the distance between the C9 and the F11 atom for the optimised geometries along the path. The figure 4.7b shows the distance between the C 3 atom and either the H 4 or the H 5 atom, depending on which one is closest to the F11 atom. This way it is ensured, that even if the molecules were rotated, the distance between the atom which is repelled mainly by the F11 atom is displayed. These two distances describe how the carbon-fluorine and carbon-hydrogen bonds are stretched when the two molecules approach each other.

The fluorine bond starts at a value $r_{F C}=1.349 \AA$ for the CCSD calculation which is the same as the literature value reported in [62]. The initial values for the functionals CAM-B3LYP and M062X are very close to this value with and without explicit dispersion while the pure B3LYP functional is overestimating it by roughly $0.01 \AA$. As the molecules get closer and closer together, the carbon-fluorine bond is stretch up to a value of $r_{F C}=1.371 \AA$ at a C9-C3 distance of $r_{C C}=1.93 \AA$. This stretching is not linear but seems to follow the curve of a second-order polynomial. All different functionals reproduce the same kind of behaviour with and without dispersion, but the absolute value for the B3LYP functional keeps to be off by a constant $0.01 \AA$. The absolute value for the CAM-B3LYP and the M062X functionals however, do lie close to the CCSD results. The CAM-B3LYP is in better agreement with the CCSD calculations for larger carbon-carbon distances while the M062X does slightly improve at smaller distances. While the B3LYP functional overestimates the C-F distance, the CAM-B3LYP's overestimation is greatly reduced, and the M062X functional slightly underestimated the distance. When comparing the B3LYP and CAM-B3LPY results, it does make sense that the CAM-B3LYP description is better than the simple B3LYP, because it includes more long-range interaction.

However, when considering the bond stretching of the hydrogen carbon bond (figure 4.7b) this trend is not continued. First, the bond is not consistently stretched for the CC result, it starts at a distance of $r_{C H}=1.083 \AA$ decreases first and then increases again as a function of the carbon-carbon distance. Also, the CAM-B3LYP performs worst for this bond, while the B3LYP and M062X functionals are equally good. Although it seems like the error between the CCSD and the DFT calculations is larger, special attention should be paid to the scaling of the axis. The variability in the $\mathrm{H}-\mathrm{C}$ bond stretching is much smaller than for the C-F bond. The difference, between the minimal and maximal C-H distance for the CCSD calculations is $\Delta r_{C H}^{C C S D}=0.0027 \AA$, compared to $\Delta r_{C F}^{C C S D}=0.022 \AA$ for the C-F bond. So the variability is one order of magnitude larger in the fluorine bond. This is because the hydrogen atom is extremely small and will be bound very tightly to the carbon atom, while the fluorine atom is much larger and will allow much more room for bond stretching, without braking. For these reasons, the focus should be put on the C-F bond and the M062X and CAM-B3LYP functionals can be expected to describe the bond stretching more accurately, while empirical dispersion has virtually no effect on the results.


Figure 4.8.: Results of the two out-of-plane angles for the bond forming H and F molecule.

## Out-of-plane Bending

The bond stretching is not the only deformation which allows the molecule to avoid large repulsion energies from the hydrogen and fluorine atoms. Another deformation which is introduced into the system is the out-of-plane bending of those atoms. In a perfectly symmetric $s p^{2}$ hybridised carbon atom the three bonds are arranged in a plane with out-of-plane angles of $180^{\circ}$. As a notation to indicate the out-of-plane angle between the vector C9-F11 and the C9-C6-H10 plane (compare figure 4.1) $\theta_{C C H}^{F}$ is used, while for the out-of-plane angle for the other molecule the notation $\theta_{C C H}^{H}$ is used. Here again, the H atom was chosen which was closest to the F atom and only final geometries without HF formation were chosen.

The results for both angles are shown in figures 4.8a and 4.8b. Both out-of-plane angles start for all functionals and the CCSD calculations at $170^{\circ}$. This is reasonable because the molecules are already repelled by each other and although the distance between the two carbon atoms is $r_{C C}=2.49 \AA$ this repulsion can be expected to push the atoms out of the plane. The out-of-plane angle decreases almost linearly as a function of the carbon-carbon distance. The two more complicated functionals CAM-B3LYP and M062X are in close agreement to the angles obtained with the CCSD calculation in the lower end of the spectrum, where the B3LYP functional underestimated the out-of-plane angles, which means it overestimated the out of plane bend of the two atoms. In the upper end of the carbon-carbon distance, the B3LYP functional does a much better job, even better than the other two functionals. Although the absolute results slightly differ, the overall trend of the out-of-plane angle is very consistent for all methods. The addition of empirical dispersion seems to have almost no effect on all geometric quantities, this might be because of the small system size dispersion effects are very small.

### 4.1.2 Comparison of the Reaction Enthapy

Finally, one of the most important qualities that the density functional should be able to describe accurately is the energy of the system. The precursor quality depends heavily on the energy of the geometries that the precursor molecule takes along the path. As described before, the restrictions set by the stability of the carbon bonds put restraints on these geometries and a way to obtain geometries satisfying these constraints was presented above.

[^2]

Figure 4.9.: Reaction enthalpy comparison for different density functionals and CCSD.

The reaction enthalpy offers a stable, well comparable quantity. This enthalpy was calculated by taking the energy difference from the system at the largest calculated carbo-carbon distance of $d_{C C}=2.49 \AA$ and the energy at the potential minimum determined by the red fitting curve. The differences between the energies are displayed in figure 4.9. The energy difference obtained by the CCSD calculation is 0.0448 Hartrees. The B3LYP functional does the worst job at approximating the enthalpy with values of 0.0502 and 0.0476 Hartrees without and with dispersion, with the addition of explicit dispersion considerably improving upon the result. The CAM-B3LYP and M062X functionals lead to almost the same reaction enthalpy, where the addition of dispersion improves the M062X result significantly while it does the opposite for CAM-B3LYP. This is somehow surprising because the addition of dispersion should lead to a clear improvement for all functionals, least of which for M062X. After all, the Minnesota functionals parameters have been fitted for dispersion corrected results. Although there is no clear best functional, it is evident that the long-range Coulomb corrections introduced by the CAM-B3LYP functional certainly improve upon B3LYP. The difference in energies is much larger and more evident than for the capture distance or the 1,3 Butadiene bond length. There is a clear improvement over B3LYP by using either CAM-B3LYP or M062X, probably due to the better description of long-range interactions. As mentioned before the size of dispersion effects will be larger for the whole fullerene precursor molecules and the effect of Grimme dispersion should be evaluated in more detail on a larger system.


Figure 4.10.: Input geometry for the closing if the three innermost hinges with fluorine and hydrogen rotation outside of the bowl.

### 4.2 Geometries Along an Auto Assembly Path for the $\mathrm{C}_{60}$ Precursor Molecule

After it was verified, that the choice of functional does not affect the qualitative results of the bond lengths and angles, the results from the B3LYP calculations along the folding path for the $\mathrm{C}_{60}$ precursor were analysed. Although the carbon atoms at the innermost cavity were required to stay in their position to ensure that the curvature will be introduced to the molecule, no neighbouring (or even second neighbouring) atoms were frozen so the bond lengths, angles and out-of-plane angles of the final geometry can be treated as independent from the freezing. The analysis was only performed on GAUSSIAN calculations which terminated normally and the results have been analysed for their geometric properties, especially the behaviour of the suggested FF parameters (bond lengths, angles, face planarity) along the closing path as well as the energies of the optimised system.

### 4.2.1 Closing Precursor Molecule at the First Hinge

To first understand how the closing of the innermost hinges affects the overall geometry of the precursor molecule a visual comparison of the optimised geometries is most helpful. Figure 4.10 shows the initial geometry for a carbon-carbon distance of $d_{C C}=2.651 \AA$. The geometries that were obtained by the B3LYP DFT optimisation with the hydrogen and fluorine atom placed outside of the bowl in the initial setting are displayed in figure 4.11. As described in section 3.3, the closing of the inmost hinges was not sampled along the hinge angle itself but instead as a function of the three carbon-carbon distances, which will first form a bond (red lines in figure 3.4). Those distances were sampled in steps of $0.05 \AA$ and ten optimisations along the path were chosen to illustrate how the molecule deforms when being folded up.

It can be seen, how for the first calculation (top left) the precursor starts at a geometry very close to the initial completely flat one, but it can already be seen clearly, how the repulsion between the hydrogen and fluorine atom force them outside of the bowl. Here it is important to remember again,


Figure 4.11.: Optimised geometries for the $\mathrm{C}_{60}$ precursor molecule with fluorine in key positions, sampled as a function of the carbon carbon distance.
that the two carbon atoms which the H and F are attached to, were not allowed to be optimised freely, because otherwise, the repulsion would have just flattened out the molecule. When considering the end of the "arms", namely the four outermost hexagonal faces (seen from the root face) it becomes clear how the small deformation close to the root face already has a strong impact on the outermost arm deformation. The faces are visibly twisted around an axis. A closer look is taken at one of the arms for the $d_{C C}=3.083 \AA$ in figure 4.12 where the rest of the molecule is indicated by a grey face. The axis around which the rotation is occurring is visualised as a black arrow.


Figure 4.12.: Illustration of the face-twisting around an axis introduced by the closing of the innermost hinge.

As the carbon atoms come closer to each other this twisting deformation increases steadily and so does the bending of the fluorine and hydrogen atom. This is exactly what was expected, because the closer the two carbon atoms are, the stronger the repulsion between H and F will be. The last calculation was performed at a distance of $d_{C C}=1.252 \AA$ which is already below the optimal bond length of the two carbon atoms, which is reported as $1.39 \AA$ in the free benzene ring [63]. Although a carboncarbon bond could have been expected to have formed at this distance, the molecule seems to be stable enough to prevent the breaking of the carbon-fluorine and carbon-hydrogen bonds. The energy due to repulsion and orbital overlap does not seem to be enough to break the bond and create the HF molecule(s).

The results for the calculations with chlorine as the halogen in the key positions are shown in figure 4.13. As mentioned before, the hinge was not overstretched in this case, but only closed until the optimal value of $142.62^{\circ}$ was reached. The smallest carbon-carbon distance, which could be obtained for this angle is $1.801 \AA$. It is clear from the figure, that for the chlorine case, the twisting and bending of the arms and the atoms in the cavity is larger than when fluorine is used as a halogen. This is easily understood when the bond lengths for the respective halogen carbon bond is considered. The bond length for a carbon-fluorine bond is around $r_{C F}=1.35 \AA$ while the chlorine carbon bond has an optimum value of $r_{C l}=1.77 \AA$. This means, that for the same carbon-carbon distance in the cavity, the chlorine atom will be considerably closer to the hydrogen atom and the repulsion therefore much larger. As the repulsion between the halogen and the hydrogen atom is probably the main source introducing the arm twisting, it is only natural that this will be larger for a longer carbon halogen bond.

For both studied halogen atoms, the introduction of curvature through the closing of the innermost hinges results in significant deformation of the previously planar molecule which can be described as a twisting of the precursor arms around an axis. This deformation reminds of the helix structure of DNA. For all distances and both halogens, the initial placement of the halogen and hydrogen atom outside of the bowl is not changed. The repulsive energy which would be introduced, should these atoms be


Figure 4.13.: Optimised geometries for the $\mathrm{C}_{60}$ precursor molecule with chlorine in key positions, sampled as a function of the carbon carbon distance.
moved to the inside of the bowl prevents the atoms to be "flipped" to the inside.

## Energy along the Path

To assess the reliability of the geometry optimisation, the energy of each final geometry along the path is a good quality to compare. By looking at the overall energy development along this smooth closing path it is possible to find the points at which the optimisation might have got stuck in a local minimum. The energies along the closing path are displayed in figure 4.14. The offset of the y-axis should be pointed out for both different plots, which indicate, that the energies differ in the order of 0.5 Hartrees. In the calculations where chlorine was placed in the precursor, the plot ends at a distance of $1.801 \AA$. Some of the optimised geometries corresponding to the points along the curves can be found in the figures 4.11 and 4.13.

Figure 4.14.: Energies of the optimised geometries plotted against the carbon carbon distance for the fluorine and chlorine containing precursor molecules.

The energies which correspond to the final geometries for the fluorine-containing precursor molecule have a very smooth shape, starting with an almost sine-like increase in energy as the hinge is closed, reaching an energy plateau in the region between $d_{C C}=1.9 \AA$, to $d_{C C}=1.6 \AA$ before rising quadratically below carbon-carbon distances of $d_{C C}=1.6 \AA$. This very smooth behaviour is interrupted only by a single outlier at a distance of $1.7 \AA$. Here the energy is significantly higher than would be expected considering the rest of the curve. To understand whether this is a point where the optimisation is stuck in a local minimum the final geometry was inspected. It was found that in this final geometry, the atoms C15, C22, and C29 which sit in the cavities of interest (compare figure 3.3), have formed a bond with both, the hydrogen and a fluorine atom, leaving them in a state where they have more electrons than needed to fulfil the octet rule. This is not a reasonable final state and this data point was excluded from further analysis.

The chlorine-containing precursor energies follow the same sine-like behaviour as the ones with fluorine. It seems like they would reach their respective plateau at a value right below the last calculated distance of $1.8 \AA$.


Figure 4.15.: The four different bond types which occur in fullerene precursor molecules.

## FF Parameters along the Path

The carbon-carbon bonds look like they remain almost constant along the whole path and so do the faces, but a visual assessment of the optimal geometries is not sufficient to justify that the assumed FF parameterisation will indeed be valid along the path. Some parameters might be significantly distorted along the way, which would mean the FF energy term regarding those internal parameters can not be expressed by making the harmonic approximation. After the outlier was removed from the data, the remaining geometries were analysed for the behaviour of the FF parameters.

The bond lengths were put into four categories. Hexagon bonds on the periphery, pentagon bonds on the periphery, bonds for neighbouring pentagon and hexagon and bonds for two neighbouring hexagons. Those bond types are illustrated in figure 4.15. Because the arms are symmetric, it is enough to look at the behaviour of one arm. This symmetry has been confirmed along the way and the bond lengths are equivalent up to the numerical error in the order of $10^{-9} \AA$. Considering the symmetry of the precursor this leaves only two independent periphery-pentagon, two pentagon-hexagon, three hexagon-hexagon and seventeen hexagon-periphery bond distances. Therefore, some of the results will not have much statistical significance, but it is still interesting to look at the overall trend of the lengths.


Figure 4.16.: Development of the four different types of bond lengths along the path.

The development of these four different bond types is displayed in figure 4.16 as a function of the carbon-carbon distance. It can be seen, that the pentagon-hexagon (top left) bonds are almost constant along the whole path, and so is the hexagon-hexagon bond (top right). The pentagon-periphery bonds start at a value of $d_{P-P e r}=1.47 \AA$ and decrease to a value of $d_{P-P e r}=1.39 \AA$ which is a change of roughly $0.1 \AA$. Most of the hexagon-periphery bond lengths do remain constant over the whole range but it is visible that some of them are stretched and some of them are shortened along the way. In general, the spread for this kind of bond is rather large with initial values (at the largest carbon-carbon distance of $d_{C C}=3.08 \AA$ ) ranging from $d_{H-P e r}=1.35 \AA$ to $d_{H-P e r}=1.45 \AA$. To understand while most of the hexagon periphery bonds remain constant, but some of them are significantly deformed, the individual bonds have been analysed for the maximal deformation which they experience along the way. Figure 4.17a shows a plot of each bond coloured by how large the amplitude is in which they vary along the path. This makes it very obvious, that the bonds, which experience the largest deformations are the ones connected to the carbon atoms, which are bound to the fluorine and hydrogen atom in the innermost cavities. The other bonds are hardly affected at all. The reason why these bonds are stretched and contracted, is again, due to the high energies associated with the repulsion of the halogen and hydrogen atoms. These are also the carbon atoms whose coordinates were frozen during the optimisation process
to enforce the molecule to be closed. If they had not been frozen, the final geometry would be flat and there would be no change in the bond lengths.

(a) Maximal amplitude of the bond lengths along the path.

(b) Maximal amplitude of the bond angles along the path.

Figure 4.17.: Maximal absolute difference of bond lengths and angles along the outside closing path for fluorine.

The same analysis was performed for the bond angles. Here there are only two types of angles, those within a pentagon and those within a hexagon. The development of those two different types of angles, as the molecule is closed, is displayed in figure 4.18. The angles within the hexagon remain almost entirely constant along the path, while the angles within the pentagon do vary. Some of them decrease and some increase. How big the difference in the maximal absolute angular difference along the path is, becomes even more evident when considering figure 4.17b. Here, each angle within the molecule has been coloured by its respective maximal difference along the closing path. While the angles within the pentagons changes by up to $\Delta \theta_{\text {Pent }}=6^{\circ}$, the variability within the hexagonal faces is negligible. This could mean, that the angular force field constant for the hexagonal ring is higher than for the pentagonal ring because a weaker force allows larger deformations. It could also mean that the deforming forces acting on the pentagons are stronger. To determine what is true, a similar study could be performed on a larger precursor with pentagons that are not involved in the dehydrogenation.

The last geometric quantity that was analysed along the path, was the planarity of the faces. For each final geometry along the carbon-carbon distance, the least squared problem described in section 2.7.1 was solved to obtain a normal vector and an intersection parameter $d$. The eigenvalue corresponding to that normal vector is the best quantity to assess how "flat" a face is. However, to provide a quantity which is more intuitively understood, the mean distance from all points to the least-squares plane were also calculated in $\AA$. Figures 4.19 and 4.20 show how the planarity of the faces evolve as a function of the distance, and which faces are experiencing the largest absolute difference in planarity along the path. The three faces which contain the three fluorine atoms (darkest shade of green in fig. 4.20) are the ones which experience the largest change along the way. However, no face is deformed by values larger $0.08 \AA$ in terms of a mean distance from the mean plane.


Figure 4.18.: Development of angles within pentagon and hexagon faces along the path.


Figure 4.19.: Development of the face planarity in terms of mean distance from the plane and described by the smallest eigenvalue of the least squares problem.

In summary, the three analysed geometric quantities which were suggested as the main parameters in a FF description of fullerene precursors, namely bond length, bond angles and face planarity show a smooth behaviour along the whole spectrum of the precursor closing path. The faces do remain almost entirely constant for all sampled carbon-carbon distances, suggesting a strong restoring force regarding any planarity affecting deformations. The hexagon angles show the same behaviour, while the pentagon angles do vary more along the way. Any force constants which are obtained from a QM Hessian matrix calculation should be able to reproduce this behaviour with strong face planarity constants and possibly angular spring constants, which are stronger within a hexagon than a pentagon.
Although the bond lengths do change along the path in the order of $0.1 \AA$, the bond lengths after the halogen halide formation will most likely be much closer to the distances obtained from $\mathrm{C}_{60}$ diffraction studies. This means, that despite the bond stretching along the path, the description of the bonds by a harmonic potential is justified, because there is no reason to believe, that another local energy minimum for the bond lengths is passed as the fullerene is closed.

The bond lengths have been manually put into four categories, but when trying to verify this assumption by using a k-mean clustering algorithm with four centres, it was not possible to clearly distinguish these categories all along the way. This might be due to the very small statistical significance (only two data points for pentagon-periphery bond up to symmetry) and for any larger fullerene precursor this


Figure 4.20.: Range of the mean absolute distance of all vertices of a face from the mean plane along the outside closing path with fluorine.
clustering should be repeated when the final geometries are obtained.

All deformations which occur can be attributed to the deformations which have to be introduced to overcome the barrier and initiate the cyclo-dehydrogenation of the carbon atoms. The further away the bonds, angles and faces are from the cavities, the better the description by a harmonic potential with a single optimal value is. This analysis along the path has also been performed for the choice of chlorine as a halogen and yielded similar results. The obtained plots can be found in appendix A.1 . This raises the hope that a MD simulation of the precursor auto-assembly will be possible by using the simple harmonic potential.

### 4.2.2 Dehydrogenation Along the Assembly Path

As the energies of the precursor molecules show very smooth behaviour along the closing path, there is no indication that a halogen halide is formed at any point along the way. This has indeed been verified, by studying the optimal geometries. There is no clear measure for whether two atoms form a bond or not, but as mentioned before, the distance between two atoms is a good indicator for this. The hydrogen and halogen atoms do not come reasonably close to each other, nor do they move significantly far away from their respective carbon atom. As the optimal geometries depicted in the figures 4.11 and 4.13 clearly show, the arms of the precursor molecule are twisted and the hydrogen and halogen atoms bend out of the plane to avoid small interatomic distances associated with large repulsive energies. The goal of this study was to find the point along the closing path at which the formation of the halogen halide would be energetically preferable to the precursor molecule. From the optimisation results, it does not look like there is such a point along the way. Although the optimisation is not a simulation of a chemical reaction, the results are an indicator of how the molecule would arrange itself, would a deformation be introduced by thermal energy. If the innermost hinges were to be closed by the thermodynamic movement it is likely, that the hydrogen and halogen atoms would be flipped to the outside of the carbon bowl and the arms of the molecule would be twisted. If the hinges were to be closed further, the bending and deformation of the arms and halogen and hydrogen atoms would simply increase. At no point along this way, does it look like the formation of a halogen halide gives an obvious energetic advantage over the full precursor molecules. It could have been tried to stretch the halogen-carbon and


Figure 4.21.: Energies of the system after geometry optimisation with the fluorine and hydrogen atoms placed inside of the bowl.
hydrogen-carbon bonds in the initial setting to force the bonds to break, but because the results from the functional comparison showed a very small variation of these bond lengths, it was decided against it.

### 4.2.3 Placing the Halogen and Hydrogen Atom on the Inside

Because no halogen halide was formed, even for very small carbon-carbon distances it was decided to study the system where the fluorine and hydrogen atoms are not placed on the outside, but on the inside of the forming bowl. This has the advantage of allowing the carbon atoms to stay as faces with the correct bond angles and lengths as well as keeping the fluorine carbon and hydrogen carbon lengths unchanged. The only quantity which will change by flipping the atoms on the other side is the out of plane angles. As these have shown to be less stiff than the bond lengths this was preferred over a bond stretching because it poses a more probable path for the dehydrogenation.

The development of the final geometries for decreasing carbon-carbon distance is displayed in figure 4.21. Starting from the largest carbon-carbon distance, the first three points show a rise in energy, which is the same as for the situation where the fluorine and hydrogen atoms were placed outside of the bowl. The final geometries of those first three data points are indeed identical to the optimisation with fluorine and hydrogen placed outside. It is believed that for carbon distances above $d_{C C}=2.851 \AA$, the two fluorine and hydrogen atoms with their respective bond lengths of $d_{C F} \approx 1.36 \AA$ and $d_{C H} \approx 1.1 \AA$ still have enough space to be flipped on the other side of the bowl during the optimisation process.

This is not the case for the following seven data points in the range from $d_{C C}=2.451 \AA$ to $d_{C C}=2.751 \AA$. Here the energy curve seems to follow a much steeper increase. The final geometries show that in these cases, the fluorine and hydrogen atoms were placed on opposite sides of the bowl. The hydrogen on the outside and the fluorine on the inside. This placement of the hydrogen atom on the inside increases the energy significantly over the placement on the outside, because there is simply less space on the inside, leading to higher repulsive energies.

For distances below $d_{C C}=2.301 \AA$, there is a sudden significant drop in energy, which continues down to the last sampled carbon distance of $d_{C C}=1.601 \AA$. This energy drop is associated with the formation of the three HF molecules in the innermost cavities. The three formed molecules are removed from the


Figure 4.22.: Comparison of the optimised geometries and the corresponding energies of the two different settings with fluorine and hydrogen inside and outside.
rest of the precursor molecule. The formation of the HF molecule is energetically preferable over the state where the two atoms are rotated for distances below $d_{C C}=2.301 \AA$.

The continued decrease in energy for further closing of the innermost hinge strongly suggests, that as soon as the HF molecules have been removed and the three new carbon-carbon bonds have been formed, the precursor will continue to close the hinges. This trend can be expected to continue for further closing of the hinge until the optimal benzene ring bond length of $d_{C C}^{H e x}=1.4 \AA$ is reached. The formation of the bond between the carbon atoms can be expected to pull the two ends of the cavity closer together and introduce the curvature.

Figure 4.22 shows a comparison of the energy development of the inside system (below) and the system where the atoms have been placed on the outside of the bowl (above). It is clear, both from the energy and the corresponding geometries, that in the upper end of the spectrum the final results are identical. Then the outside settings experience a much higher increase in energy, due to the placement of the hydrogen atoms on the inside until it forms the HF molecules and the energy significantly drops.

Although these results were obtained by performing a geometry optimisation and are not to be confused with a simulation, they can still help to understand the underlying process of the auto assembly. Due to the validity of the Born-Oppenheimer approximation, the electronic state of the system can be expected to react almost instantaneously to any deformations introduced by thermal movement. Therefore, if a deformation along the three innermost hinges was introduced to the molecule, the system can be expected to arrange itself in the geometry which is energetically most preferable regarding this deformation. This will result in a somehow smooth reaction path. One can also think of slow nuclei that are very inert and slow the overall movement of the carbon cage.

If the hinges were to be closed without rotating the inner hydrogen and fluorine atoms, they will most likely be pushed out of the forming bowl and to break the corresponding C-F and C-H bonds, the carbon atoms will have to be brought together very closely. Even when bringing the two carbon atoms as close as $d_{C C}=1.252 \AA$ the HF formation could be achieved during the optimisation process. This deformation was associated with a relative rise in the energy of the system of 0.464 Hartrees. To form the bond, the two carbon atoms will have to be brought even closer together to overcome the barrier along the green curve.

If instead, the two atoms were to be forced to stay on the inside of the bowl while closing the hinges, the blue path is taken and the formation happens between a carbon-carbon distance of $d_{C C}=2.301 \AA$ and $d_{C C}=2.451 \AA$ (more than one $\AA$ more!). The relative rise in energy drops to a value of 0.289 Hartrees. This is a huge difference and suggests that the reaction path, in which the halogen and hydrogen atoms are forced to stay within the bowl, although steeper at first, has a much smaller total activation barrier than if the atoms were left free. It is assumed, that any mechanism that can "trap" the fluorine and hydrogen atoms inside of the bowl would lead to lower activation barriers.
Interestingly, the geometry which Otero et al [11] have calculated for the $\mathrm{C}_{57} \mathrm{~N}_{3} \mathrm{H}_{30}$ precursor on a platinum (111) surface somehow reminds of such an "inside"-reaction path. When the precursor molecule was deposited on the platinum surface, the carbon atoms experienced an attractive force from the surface, while the periphery atoms were repelled. This results in an optimal geometry on the surface similar to the one displayed in figure 4.23 , where all periphery atoms would point away from the surface
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Figure 4.23.: Schematic illustration of a surfaced attached $\mathrm{C}_{60}$ precursor with maximal repulsion between periphery atoms and the surface.
and the carbon faces are flattened out on the surface ( $x-y$ plane).

If such a precursor was now closed on the innermost hinges, these hinges could only close by removing the arms upwards from the surface. The periphery atoms at the cavities would necessarily have to be trapped on the inside of the precursor. This would mean, that all precursor molecules would have to take the reaction path with the atoms placed on the inside of the bowl. This is a possible explanation, why the surface assisted dehydrogenation portraits extremely high yields with nearly $100 \%$ and why a non-surface assisted auto assembly would most likely take the "outside" reaction path with a significantly higher activation barrier and lower yields.

The geometric properties of the inside-reaction path have been analysed as before and yielded very similar results to the outside-paths for both halogens, with a maximal hexagon periphery bond range of $0.074 \AA$, a negligible hexagon-angle range, a maximal pentagonal-angle range of $2.18^{\circ}$ and least-squares face distance range of $0.099 \AA{ }^{\circ}$. The results can be found in appendix A.2.

The inside reaction path has shown to dehydrogenate the precursor molecule at carbon-carbon distances where the outside path did not. To understand how the choice of halogen would affect such an inside reaction path the differences between fluorine and chlorine should be considered. The bond length between carbon and chlorine is larger than the bond length between carbon and fluorine. If inserted at the cavity, the chlorine atom would thereby be closer to the hydrogen atom on the other side of the cavity. Because it is closer the closing of the hinge would lead to stronger bending of the chlorine atom inside of the bowl than for the fluorine atom. Although this could be seen as a better starting position for the reaction to happen, because a larger out of plane bending of the chlorine atom would make the formation of HCl energetically favourable at a larger distance, there are two effects which could make fluorine the better choice as a halogen.

The first is the bond stability. The fluorine carbon bond is much stronger than the chlorine carbon bond. Although this is not preferable for the finished precursor, it also has to be kept in mind that the precursor molecule has to be synthesised. When thinking about large fullerenes, in the range of several hundred carbon atoms, the bond stability is an important advantage of fluorine over chlorine. The higher stability would mean, that the precursor is more stable during the synthesis.

The other advantage of the fluorine atom is the shorter bond length. A larger bond length between carbon and halogen atom might be associated with a lower activation barrier, but it could negatively influence the selectivity of the carbon-carbon bond formation. If the halogen atoms are less stiffly bound and have more opportunity to move around, the chance that they will accidentally form a molecule with the "wrong" hydrogen atom increases. This would be followed by the wrong carbon-carbon bond
formation and render the precursor useless.

As for the general shape of precursor molecules, the obtained results have shown, that as soon as the three HF atoms are formed, the new carbon bond will result in lower energies for a more closed precursor. As soon as the carbon-carbon bonds are formed the molecule can be believed to introduce curvature and thus make further dehydrogenation more likely.

To generalise this to all precursor molecules, the understanding of curvature from above has to be revisited. In fullerene molecules, the curvature is introduced by the pentagons, and more precisely, by pentagons which are surrounded by at least three adjacent hexagons. In the $\mathrm{C}_{60}$ precursor the pentagons have three neighbouring hexagons, but only two of them adjacent. As soon as the carbon-carbon bonds are formed, there are now four neighbouring hexagons around each pentagon. For the carbon atoms of the newly formed hexagons to be at the benzene ring bond length, the curvature of the molecule has to be introduced.

In general, the structure of any precursor should be in a way, such that the first bonds which are to be formed introduce as much curvature as possible. So it is preferable for the cavities, to sit around a pentagon or for the bonds which are formed, to form a pentagon. Furthermore, hinges on which the largest torque acts should be the one responsible for bringing the carbon atoms close to each other. Those hinges will be the ones with the longest arms connected (most torque). Interestingly, all precursors which were described in chapter 1 fulfil these criteria.

As the $\mathrm{C}_{60}$ precursor is a very well working precursor, the distance between carbon atoms which should form the first bond in any precursor, could be required to be at roughly the same length of $d_{C C}=3.45 \AA$ (flat molecule). If the distance were to be much larger, it is unlikely to trap a periphery atom inside of the precursor. Larger distance would also make the formation of the wrong carbon bonds more likely.

### 4.3 Summary

The comparison of the different results from the functionals to the CC calculations has shown, that all three chosen functionals B3LYP, CAM-B3LYP and M062X can qualitatively reproduce the geometric structure of the two molecules that was obtained by the CCSD optimisation. This was found with and without the addition of explicit dispersion terms. All six calculations also yielded carbon-carbon distances in the 1.3 Butadiene molecule that were both, close to the literature value and the CCSD results, with the M062X functional being significantly better than the other two. For the capture distance at which the halogen assisted dehydrogenation is happening, no clear favourite can be determined due to the low statistic significance of the quadratic fit. In general, all of these values are very close to each other.

Regarding the geometric properties, it can be said, that although all functionals can determine the overall development of the bond lengths and out of plane bending correctly, the M062X functional with and without dispersion is consistently close to the CCSD results, while CAM-B3LYP does estimate the out of plane bends well but is less accurate for the description of the carbon-hydrogen bond stretching. Because this bond experiences very small relative changes, the CAM-B3LYP functional can still be recommended for determining geometric quantities of fullerene precursors.

| $\Delta(\Delta H)[$ Hartrees $]$ |  |  |  |
| :---: | :---: | :---: | :---: |
|  | B3LYP | CAM-B3LYP | M062X |
| No dispersion | 0.0054 | 0.0022 | 0.0022 |
| GD3 | 0.0028 | 0.0027 | 0.0004 |

Table 4.1.: Difference in reaction enthalpy $(\Delta H)$ for the three different functionals and the CCSD calculations.

The energy comparison for the reaction enthalpy of the different functionals lead to much larger differences. The B3LYP functional leads to results that are furthest away from the CCSD result. Both other functionals yield better results. The addition of dispersion brings the M062X enthalpy closets to the CCSD calculations, but it negatively affects the CAM-B3LYP result. All the values can be found in table 4.1. Although the addition of empirical dispersion did not consequently lead to better results, it improved the accuracy in two of three cases and can be expected to yield better results for larger systems with more dispersive contributions. The B3LYP functional does not seem to be an appropriate choice for the energetic description of the dehydrogenation reaction and further calculations regarding the energy should be performed with the more expensive functionals CAM-B3LYP or M062X.

At no point along the closing path of the precursor molecule did the calculations lead to a cyclodehydrogenation. For both studied halogens the precursor geometry reacted with large out-of-plane bending of the periphery atoms at the cavities and an overall twisting of the arms. Although the deformations were associated with large rises in energy, the halogen-halide formation was not preferred over the precursor deformation. Even for carbon-carbon distances of $1.801 \AA$ (chlorine) and $1.251 \AA$ (fluorine) did the carbon-halogen and carbon-hydrogen bonds remain intact. This is remarkable because the lowest analysed carbon-carbon distance $1.251 \AA$ is significantly smaller than the optimal hexagon bond length.

The placement of the key periphery atoms on the inside of the closing bowl did have a very large effect on the reaction path. The inside placement was associated with much larger energies than the outside placement, but the halogen halide formation and followed cyclo-dehydrogenation was energetically favourable at a carbon-carbon distance between $2.3 \AA$ and $2.45 \AA$ and further closing of the hinges lead to a significant decrease in the energy of the system. This suggests that the inside placement of the periphery atoms could initiate the cyclo-dehydrogenation at much smaller deformations of the precursor molecule. Any method that could force the precursor to take such a reaction path could be expected to result in higher yields for the auto-assembly rate.

For all studied precursor molecules and closing paths, the bond lengths between the carbon atoms remained very close to their initial values. The maximal amplitude occurred in the periphery carbon bonds of the hexagon rings with $0.114 \AA$. The angles within the hexagonal and pentagonal rings remained equally stable with a much higher amplitude for the pentagon rings. The maximal amplitude in angular deformation was $5.9^{\circ}$. The faces remained remarkable planar along the whole path, with a maximal average distance from the least square plane of $0.1 \AA$. The small deformations for these quantities suggest, that a Taylor expansion around those three minimum values is valid even for large deformations of the hinges of the precursor molecules. This can justify the assumption that a closing path would most likely have large deformations acting on the hinges while leaving bonds, angles and faces close to their optimal values. Any force field parameterisation implemented in the future should include harmonic
energy contributions from these three quantities.

## Conclusion and Outlook

In this thesis, a model for the description of fullerene precursor molecules as rigid faces is developed. The method provides the possibility to obtain flat precursor geometries directly from the bond graph, as well as being able to obtain all intermediate geometries if the closed fullerene shape is known. A software package is provided that generates all intermediate precursor geometries with all possible periphery atoms. The software can produce GAUSSIAN input files systematically from these geometries. GAUSSIAN ".log" files can be automatically processed and analysed, which greatly simplifies the analysis. The repository also contains a prototype for MD implementation for fullerene precursor auto-assembly, along with a qt based visualisation tool. This software should be considered in the larger context of the Folding Carbon Project.

A summary of all results can be found in section 4.3.
The investigation of the performance of different functionals has been compared to the very accurate reference results from CCSD calculations. The overall agreement of DFT and CCSD is a strong indicator of the reliability of the results. By performing an extensive and spatially highly resolved comparison of the geometric and energetic descriptions of the functionals, this work should be considered in the choice of functional for future DFT calculations on fullerene precursor molecules.

By analysing two different reaction paths, it was found that the position of the periphery atoms of precursor molecules during the auto-assembly can strongly influence the activation barrier of the reaction. In general, any method that forces the periphery atoms inside the closing precursor can be expected to be preferable over an outside placement. Surface catalysation is believed to be such a method. For all possible precursors, a placement of the halogen atoms that introduces curvature after the first cyclo-dehydrogenation is suspected to lead to higher auto-assembly rates. This introduction of curvature is suspected to be the starting point for the zipper-like chain reaction.

This work found fullerene precursor molecules to have remarkably stable carbon bonds and in-face angles, along with very high in-plane stability. Those properties are expected to make the simulation of auto-assembly of fullerene precursors accessible through FF methods. The harmonic approximation can be expected to hold for the three geometric quantities analysed. Section 2.7 .3 should be seen as an inspiration to how the angular force constants could be calculated from QM frequency calculations.

To determine the effects of dispersion on the results, a DFT studies with and without dispersion could be compared on a large system. The magnitude of the dispersion effect can be estimated from that. To find the best fitting parameter values for the three suggested FF contributions, a larger fullerene unfolding could be optimised and the bond lengths and angles assessed by a clustering algorithm. Once an adequate projection of the Hessian matrix has been found a frequency calculation should be performed on a large precursor molecule with the functional that best described the energy. The force constants obtained by the projection can be inserted into the MD prototype and the optimal geometries
calculated from it compared to the geometries obtained in this work.

As this work did only explore the first three cyclo-dehydrogenations, it would be of interest to take this study further along the whole auto-assembly path and the complete dehydrogenation of the precursor molecule. This would also put the energy barriers in context of other dehydrogenations. Because the hinges with chlorine as halogen atom were not closed further then the values they have in the closed fullerene, it would be interesting to determine what would happen if they were to be closed further. Also could a few calculations of the chlorine containing precursor molecule be performed with the inside placement. This might help to determine how exactly the choice of halogen affects the precursor.

The fast automated assessment of precursor quality can be used to scan the vast precursor space for the most probable candidates. Once they are identified, a synthesis path for the precursor molecules can be developed to systematically produce molecules with a high possibility to auto-assemble. This could mean that it would be possible to produce specific fullerene isomers in macroscopic quantities via rational synthesis. Combined with the automated prediction of molecular properties of fullerenes from the graph (see Folding Carbon Project) this could enable researchers and engineers to automatically find fullerenes that match their demand and systematically produce them from scratch. Given the predicted applications of fullerene molecules, this could mean an enormous step in nanotechnology.

## Appendices

## Appendix A

## A. 1 Geometric Quantities Along the Closing Path with Chlorine in the Precursor Molecule's key positions


(a) Maximal amplitude of the bond lengths along the path.

(b) Maximal amplitude of the bond angles along the path.

Figure A.1.: Maximal absolute difference of bond lengths and angles along the outside closing path for chlorine.


Figure A.2.: Range of the mean absolute distance of all vertices of a face from the mean plane along the outside closing path with chlorine.

## A. 2 Geometric Quantities Along the Closing Path for the Inside Fluorine Path


(a) Maximal amplitude of the bond lengths along the path.

(b) Maximal amplitude of the bond angles along the path.

Figure A.3.: Maximal absolute difference of bond lengths and angles along the inside closing path for fluorine.


Figure A.4.: Range of the mean absolute distance of all vertices of a face from the mean plane along the inside closing path with fluorine.
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[^0]:    ${ }^{1}$ Except for translation and rotations.

[^1]:    ${ }^{2}$ In this case, it is just a regular square.

[^2]:    ${ }^{1}$ For the definition of the out-of-plane angles see 2.7 .1

