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The error on the mean

• Assuming iid
• Assuming normal distribution
• Central limit theorem

•

•

x̄ =
1
N

N

∑
i=1

xi

SD[x̄] =
SD[x]

N
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The curse of correlation

• Many of statistical method depends on assuming iid or just dependence
• Cannot determine parameters or statistics as it depends on other 

parameters
• Simulations and experiments of physical system normally generate data in 

a finite time-series
• Correlated through last position
• Optical tweezer as an example
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Optical tweezer
• Browian motion in x and y direction
• Hookian spring

•

•
• Stationary state

xj+1 = C ⋅ xj + Δxj

C = e2πfcΔt
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http://soft-matter.seas.harvard.edu/index.php/File:Optical-tweezer-fig2.jpg
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The problem and a solution

• To estimate the error on the average of correlated data
• Correlate function based estimators
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•

•

γi,j ≡ ⟨xi, xj⟩ − ⟨xi⟩⟨xj⟩ ≡ γt

t = | i − j |
•

•

Ct ≡
1

N − t

n−t

∑
k=1

(xk − x̄)(xk+1 − x̄)

σ2(m) ≈ ⟨
C0 + 2 ⋅ ∑T

t=1 (1 − t
n ) ⋅ Ct

N − 2T − 1 + T(T + 1)
N

⟩
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The problem and a solution

• Correlate function based estimators
• Most commonly used method
• Can be used for most correlation problems
• Many different versions for different problems

• General drawbacks
• Manually parameter determination
• Computational inefficient
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The “blocking” method

• Let X be a finite time series with N entries containing position 
 

• Calculate the standard deviation on the mean.

•

• Half the dataset

•

• Repeat with s = s’, N = N’ until N’ = 2

{x1, x2, . . . , xN}

s =
SD[x̄]

N

x′ i =
1
2

(x2i−1 + x2i), N′ =
1
2

N, s′ =
SD[x̄′ ]

N′ 
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The “blocking” method
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Conclusion

• “Blocking” method more user friendly and easier to interpret
• Evaluates with as uncertainty on the error estimate.
• Can only be used for large N as it has to converge before N’ = 2
• For function has to be defined for whole range
• Function who has to be treated in log-space 
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