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Motivation

• Increased number of devices per chip for 
scalable quantum technologies 

• Computer time is cheaper than human time 

• Standard measurement techniques are 
inefficient



Algorithm



Components

• Neural network training 

• Reconstruction generation 

• Measurement decision making 

• Benchmarking



Neural network training

The difference loss function 
covers both a pixel-wise 
comparison as well as a 
contextual term. 

The contextual term is defined by 
an adversarial algorithm and is 
needed to prevent blurry 
reconstructions. 

The latent loss function enforces a 
gaussian distribution of z.



Reconstruction generation

Initial sparse data scan

Samples of z drawn 
via MH MCMC

Reconstructions 
based on initial scan 

and z samples

Currently measured data
Probability 

distribution of 
reconstructions



Measurement decision making

𝐼𝐺(𝑥) ≡  ∑
𝑚

𝑃𝑛(𝑚)  ×  𝐷𝐾𝐿(𝑃𝑛(𝑚) ∥ 𝑃𝑛+1(𝑚))

𝐷𝐾𝐿(𝑃𝑛(𝑚) ∥ 𝑃𝑛+1(𝑚)) =  ∑
𝑚

𝑃𝑛(𝑚)ln( 𝑃𝑛(𝑚)
𝑃𝑛+1(𝑚) )

Information gain:

Kullback-Leibler divergence:



Example measurement



Example measurement

As more data is gathered the diversity 
of the reconstructions decreases and 
accuracy increases 

In the final row uncertainty is almost 
nearly eliminated.



Benchmarking



Transferability



Thank you for your attention!



Extra slides






