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Introduction

• Assume f(x), xmin < x < xmax
• f(x) is real and has gradient ∇f(x)
• We cannot solve x in ∇f(x) = 0
• We want to find the input x 

corresponding to the minimum f(x)
• f(x) could be a – LLH fit of a model 

with parameters x to experimental 
data

• For just 1 parameter we could 1D 
raster scan

• Not feasible for co-dependant 
parameters in 8 dimentions
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Introduction

• This is attempted with minimization 
algorithms

Newton’s Method:

• 𝑥!"# = 𝑥! −
$(&!)
$((&!)

Gradient Descent:

• 𝑥!"# = 𝑥! − 𝛾!∇𝑓 𝑥!

Works if: All starting points x0 lead to 
the global minimum without passing 
by local minima
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Introduction

Momentum:
• SGD with momentum to decrease 

oscillations
• 𝑥!"# = 𝑥! − 𝜂∇𝑓 𝑥! + 𝛼∇𝑓 𝑥!)#
Adaptive Gradient (AdaGrad):
• SGD with per-parameter scalar 𝛾!
• Maybe some parameters are on a 

much larger scale than others

• 𝐺 = ∑𝑔* ⋅ 𝑔*+

• 𝑥!"#,- = 𝑥!,- −
.
/",$

⋅ 𝑔-
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The problem

• Gradient-based minimization 
algorithms are prone to local minima

• The global minimum is the desired 
minimum
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The Tunneling Algorithm

• Goal: Finding the global minimum 
of a function f – avoiding local 
minima

• An iterative algorithm in two 
phases:

1: Minimizing phase
A gradient-based minimization 
algorithm is started from a range of x0
The found local minima x* are saved
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The Tunneling Algorithm

2: Tunneling phase

𝑇 𝑥, 𝑥∗ =
𝑓 𝑥 − 𝑓′(𝑥∗)

𝑥 − 𝑥∗ ( ⋅ 𝑥 − 𝑥∗ .

A new function T is constructed by 
altering 𝑓 𝑥 , adding poles at 𝑥∗.

1
𝑥 − 𝑥∗

→ ∞ 𝑤ℎ𝑒𝑛 𝑥 → 𝑥∗

This discourages the gradient-based 
minimization algorithm from 
approaching the local minima on 𝑓(𝑥)
Minimization algorithm is now used 
on 𝑇 𝑥, 𝑥∗
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Measurement of success

How do we know if the minimization 
algorithm is better than SGD?
1. Choose test functions

i. 16 functions from 2 to 10 dimensions 
with known global minima

2. Choose minimizers for comparison
i. Gradient Descent

3. Attempt minimization of test 
functions with all minimizers from 
many starting points

4. Measure 𝑛1+234+15!6 and 𝑡789 for each 
minimization
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5. Measure success 𝑃:

𝑃 =
∑1:#
;% 𝑀1
𝑁/ ⋅ 𝑁3

𝑁3: Number of starting points
𝑀1: Number of found global minima
𝑁<: Number of global minima



Test-function: The six-hump camelback function
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6 local minima
2 global minima



Results
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Conclusion

The tunneling algorithm is better at finding the global minima than the 
compared minimization algorithms.
Purpose of the tunneling algorithm: Find the global minimizer, avoid local 
minima
The results indicate that it succeeds much more often than simple gradient-
descent based minimisers – Success!
Nota bene:
• Optimized for finding the global minimum – not always needed!
• Results highly dependant on chosen test functions
• Extremely cool name, much cooler than Gradient Descent
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