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● Given transition and signal probabilities
● Goal: find the posterior probability of being in state i at time t given a set of 

observations: 

Smoothing
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Baum-Welch algorithm

● Goal: Given a number of states and a series of observations, find the optimal 
transition probabilities and signal probabilities for an HMM

● Start with random model parameters and define:

● Using the chain rule: 
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Baum-Welch algorithm

● Goal: Given a number of states and a series of observations, find the optimal 
transition probabilities and signal probabilities for an HMM

● Using chain rule

● New guess at transition probabilities:
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Baum-Welch algorithm

● Signal probabilities is re-estimated by probabilistically counting the number of 
times the observation s occurs in state i:

● Baum-Welch algorithm is guaranteed to converge to a local maximum.
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Baum-Welch algorithm

● Signal probabilities is re-estimated by probabilistically counting the number of 
times the observation s occurs in state i:

● Baum-Welch algorithm is guaranteed to converge locally
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Conclusion

● In a Hidden Markov Model we model the system state development from an 
observed signal

● The Smoothing method calculates a posterior distribution from the full signal.
● The Baum-Welch algorithm estimates state transition and signal probabilities.
● In this example the Smoothing and Baum-Welch algorithms were used to find 

a posterior distribution of the states of an atom in time. 
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