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Structure of the presentation

I. Setting the stage
II. Genetic algorithms – generally and specifically
III. Variational autoencoders – a very brief introduction
IV. Results and discussion
V. Questions?

Genetic algorithms are the main focus of this presentation
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I. ~ Setting the stage

What we want: Predict the grain shape needed to give a granular material 
certain physical properties specified by us

How we’ll do it: 
® Create many particle shapes with a genetic algorithm
® Use these to train a VAE to construct a basis for grain shape
® For each grain shape of interest, simulate the interaction of many identical 

grains to extract bulk properties 
® Understand the mapping between the basis and bulk material properties
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II. ~ Genetic algorithms - Overview

o Stochastic global optimization scheme

o Biased towards better solutions, but allows for worse to avoid getting 
stuck in local minima

o Many hyperparameters – careful and patient tuning necessary
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II. ~ Genetic algorithms - Stages

Initialize a population of N solutions (randomly or using prior knowledge)

At each iteration (not necessarily in this order):
1) Fitness evaluation & Selection: Evaluate the quality of each solution and 

select k solutions through a selection scheme. Discard the rest

2) Crossover: Produce N-k new solutions by combining the current k 
solutions through a crossover scheme

3) Mutation: Mutate each solution with probability p through a mutation 
scheme

Terminate when convergence criterion or max iterations are met
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II. ~ Genetic algorithms – Selection stage

Fitness evaluation – evaluate the quality of all solutions: 
o ‘Quality’ is quantified by the cost function
o Incorporate prior knowledge into the cost function, e.g. by adding penalty 

terms for non-physical solutions

Selection – select k individuals through a selection scheme like e.g.:
o Roulette wheel selection
o Tournament selection
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II. ~ Genetic algorithms – Crossover stage

Crossover stage – Produce N-k new solutions by combining the current k 
solutions through a crossover scheme:
o Pick two solutions at random and crossover with probabilit𝑦 𝑝!
Crossover scheme examples:
o Linear combinations of two or more solutions
o Swapping one or more components of two solutions
Swapping Example; crossover at the second index: 

𝑃𝑎𝑟𝑒𝑛𝑡 1 = 𝑥", 𝑥#, 𝑥$, 𝑥%, 𝑥& , 𝑃𝑎𝑟𝑒𝑛𝑡 2 = 𝑦", 𝑦#, 𝑦$, 𝑦%, 𝑦&
yielding

Child 1 = 𝑦", 𝑦#, 𝑥$, 𝑥%, 𝑥& , 𝐶ℎ𝑖𝑙𝑑 2 = 𝑥", 𝑥#, 𝑦$, 𝑦%, 𝑦&

23/03/2023 8



II. ~ Genetic algorithms – Mutation stage

Mutation stage – Mutate each solution with probability 𝑝' through a 
mutation scheme:
o Perturb one or more components by a random value(s) drawn by some 

distribution
® Gaussian results in mostly small steps
® Lévy results in small steps combined with occasional big jumps
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II. ~ Using GAs for particle generation

Which parameters are relevant to the shape of a 2D object?
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II. ~ What does the cost function look like?

𝑐𝑜𝑠𝑡 = 𝐶 − 𝐶./)01.
#
+ 𝑅 − 𝑅./)01.

#
+ 𝐴 − 𝐴./)01.

#

+ 100 ⋅ 𝑆𝐶 + 100 𝑆𝐼 + 100 𝐵𝑁

SC = C1, if any corner is too sharp
0, otherwise

SI = C1, if particle self − intersects
0, otherwise

BN = C1, if points of opposite side are too close
0, otherwise
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II. ~ Generate particle with a given (𝑅, 𝐶, 𝐴)

Initialize 𝑁 = 50 particles, each one as 8 points uniformly distributed on an 
ellipse with aspect ratio 𝐴

At each iteration:

o Breed 𝑘 new solutions by choosing solution pairs at random with 𝑝! = 0.2
and randomly swapping points. 

o Mutate each particle point (𝑟, 𝜃) with 𝑝' = 0.5 by drawing values from 
Gaussians specified by (𝜇) = 0, 𝜎) = 1) and (𝜇2 = 0, 𝜎.*1./ = 0.05)

o Select the best ∼ 345
#

solutions by tournament selection. Duplicate the 
winners until the population size is 50

Terminate when the minimum cost of a solution is less than 0.0005
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II. ~ Examples of generated particles
The point of everything so far has been to create 10,000 unique images as 
training data for the VAE

23/03/2023 13



III. ~ Variational autoencoders – very briefly

o Deep generative model
o Dimensionality reduction
o Latent space distribution
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III. ~ Variational autoencoders – very briefly

Possible latent distributions of a 2 dimensional latent space 
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III. ~ Constructing a space of possible shapes

o Generate 10,000 unique images of particle shape as training data
o Assume that training data roughly ‘maps out’ true shape space

® i.e. no important regions of shape space without images

o During traning, the VAE learns to interpolate between shapes
o After training, the VAE maps any latent vector to a unique shape

® In this sense, we have built a space of possible grain shapes

23/03/2023 16



III. ~ Training a VAE with the GA-shapes

o Trained on the 10,000 images of particle shapes
o A 20-dimensional latent space enough for accurate reconstruction

o Unphysical shapes when 𝑧6 ∉ −4,4 , 𝑖 = 1, … , 20
o Using just 10 subdivisions per dimension → 10#7 unique shapes
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IV. ~ Results and discussion

o Having constructed space for possible grain shapes, mapping to bulk 
properties can in principle be obtained
® Many simulations needed to establish relationships
® Not given that each dimension has a simple physical interpretation
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