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SUMMARY
Living organisms are constantly exposed to DNA damage, and optimal repair is therefore crucial. A charac-
teristic hallmark of the response is the formation of sub-compartments around the site of damage, known as
foci. Following multiple DNA breaks, the transcription factor p53 exhibits oscillations in its nuclear concen-
tration, but how this dynamics can affect the repair remains unknown. Here, we formulate a theory for foci
formation through droplet condensation and discover how oscillations in p53, with its specific periodicity
and amplitude, optimize the repair process by preventing Ostwald ripening and distributing protein material
in space and time. Based on the theory predictions, we reveal experimentally that the oscillatory dynamics of
p53 does enhance the repair efficiency. These results connect the dynamical signaling of p53 with the micro-
scopic repair process and create a new paradigm for the interplay of complex dynamics and phase transi-
tions in biology.
INTRODUCTION

Living organisms need to have highly specialized and optimized

responses to external stresses, as a result of which many tran-

scription factors (TFs) portray a complex dynamics. Indeed, de-

cades of research in the field have shown how proteins such as

nuclear factor kB (NF-kB) (Hoffmann et al., 2002; Nelson et al.,

2004), Hes1 (Kobayashi et al., 2009), and p53 (Lahav et al.,

2004) showoscillations in their nuclear concentrationwith periods

on the timescaleof hours.A typical quantitativeapproachconsists

of studying the underlying biochemical network structure and

formulating coupled differential equations in order to understand

the occurrence of these oscillations (Tiana et al., 2002; Jensen

et al., 2003;Geva-Zatorsky et al., 2006). However, as of today sur-

prisingly little effort has been made to investigate what advan-

tages the cell may gain by exhibiting this dynamics, and this

fundamental question has been too often left for qualitative dis-

cussions (Heltberg et al., 2021a). It has previously been revealed

how large amplitudes can stimulate groups of downstreamgenes

(Heltberg et al., 2016, 2019b), but how themost fundamental trace

of oscillations—the periodicity—may be beneficial has been

largely overlooked. It would be evolutionary surprising if these os-

cillations, occurring in some of the most vital TFs, did not serve a

distinct role, and it is therefore crucial that biological research ap-

plies the biophysical foundations to investigate why the cell has

included such dynamical response in specific situations.
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In this context, the tumor suppressor protein, p53, is a master

regulator of DNA damage response, stimulating numerous

genes related to DNA repair. When the cell is exposed to DNA

damage, through for instance chemical components or radia-

tion, p53 nuclear concentration is typically elevated. However,

following multiple DNA double-strand breaks (DSBs), it exhibits

sustained oscillations with a well-defined period of approxi-

mately 5.5 h (Lahav et al., 2004; Chen et al., 2016). These oscil-

lations mainly originate as a result of the negative feedback loop

with the downstream target Mdm2, even though several other

proteins play a role in this loop (Batchelor et al., 2008; Heltberg

et al., 2019a).

While the process of DNA repair is complicated, involving a

large number of steps, one characteristic hallmark of the

response to DSBs is the formation of small sub-compartments

rich of repair proteins around the site of damage (Lisby et al.,

2004). These have been named ionizing radiation-induced foci

(IRIF) and will be referred to simply as foci in this paper. Recently

it has been shown that repair foci have properties similar to liquid

droplets, and their formation can therefore be described as a

second-order phase transition (Oshidari et al., 2020; Miné-Hat-

tab et al., 2021; Pessina et al., 2019; Kilic et al., 2019).

Themain focusof this paper is to investigatehow the featuresof

liquiddroplets canaffect the reaction ratesof repair proteins in the

diffusion-limited regime, and consequently, how the formation of

foci can enhance the DNA repair process. In the presence of
Published by Elsevier Inc.
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multiple liquid droplets, only the largest can grow due to the pro-

cess of Ostwald ripening. Therefore, serious problems arisewhen

the cell needs to repair multiple damaged sites. What we discov-

ered is that this issue is resolved directly by the presence of oscil-

lations in the TF p53. First, we investigated the case of fast droplet

formation, in which case we revealed an optimal period similar to

the one found in p53. Secondly, we investigated the regime of

slowly forming droplets, where oscillations lead to stabilization

of droplet sizes depending on the concentration of proteins to

form liquid droplets. Then, we used these results in combination

with the mathematical modeling of p53, outlining how single pa-

rameters perturbations might alter the underlying repair process.

Finally, we tested experimentally the very fundamental hypothesis

of the theory—i.e., that p53 oscillations enhance the efficiency of

DNA repair—and discovered a significantly reduced level of DNA

damage in cellswith p53 oscillations. Hence, thiswork introduces

a new role for p53 oscillations and establishes a bridge between

the dynamical properties of a TF and the microscopic processes

of droplet formation and DNA repair.
RESULTS

Repair of DNA damage through droplet formation
Following multiple DSBs, the cell needs to respond as quickly

and efficiently as possible through the process of repairing the

damaged sites, by distributing resources at the right position

at the right time (Figure 1A). In this context, the three main

players that characterize the building blocks of our model are:

(1) the p53 oscillatory dynamics,

(2) the formation of liquid foci, and

(3) the actual process of damage repair.

The experimental oscillatory trace of p53 (Figure 1B), which

arises following multiple DSBs, can be reproduced by modeling

the negative feedback loop between p53 and Mdm2, as shown

for instance by Mengel et al. (2010). In this model, the period

and amplitude can be altered by small changes in the parame-

ters, allowing fine-tuned oscillations (Figure 1C). p53 then stim-

ulates the production of repair proteins, which may segregate

into liquid droplets, the repair foci, giving rise to an uneven con-

centration c in the cell nucleus (of radius rn and volume Vn). It has

recently been observed that p53 rapidly accumulates at DSBs

sites and directly recruits repair proteins to the foci, suggesting

that p53 itself may have significant transcription-independent

functions in the DNA damage response (Wang et al., 2022a).

Due to the microscopic interactions, proteins will have energet-

ically favorable states inside the droplet, resulting in a lower free

energy in this region and therefore in a much higher concentra-

tion inside the droplet than right outside it (Figure 1D). In the pres-

ence of multiple foci, a fascinating interplay occurs known as

Ostwald ripening (Lifshitz and Slyozov, 1961; Wagner, 1961; Hy-

man et al., 2014; Nishanov and Sobyanin, 1986), where all drop-

lets larger than a critical radius grow, while all the others shrink.

Since the critical radius changes accordingly, only one domi-

nating droplet exists in the end. In the presence of N damaged

sites and thereby N droplets—assumed to be spherical and far

apart from each other—their surrounding can be considered to
be spherically symmetric with a common concentration cNðtÞ
far away from each droplet, which depends on time and medi-

ates the interactions between them. Therefore, the change of

radius of the i-th dropletRi is given by Lifshitz and Slyozov (1961)

dRi

dt
=

Dcout

cin

1

Ri

�
cNðtÞ
cout

� 1 � lg
Ri

�
; (1)

where D is the diffusion coefficient outside the droplet, cin;out are

the concentrations inside/outside the droplets in the limit R/N

and lg is the capillary length. Material conservation dictates that

material is shared between the droplets, of volume Vi and internal

concentration cin, and the dilute phase, which occupies the vol-

ume Vn � PN
i Vi and has a concentration given by cN. Therefore,

the average concentration �c in the total volume Vn is given by:

cVn = cin

XN

i
Vi + cNðtÞ

 
Vn �

XN

i
Vi

!
: (2)

Recently, it was discovered that the DNA repair foci do follow

the predictions of the Lifshitz-Slyozov theory to a surprising level.

After initial nucleation and growth of droplets, coarsening eventu-

ally tookplace,wheresmall dropletsdissolvedwhile largedroplets

continued to grow,with a rate of the radiusRft1=3. Furthermore, it

was revealed that coarsening predominantly happened without

physical contact among the droplets, thereby due to Ostwald

ripening, with a timescale of a few hours (Pessina et al., 2019).

To link the formation of liquid foci to p53, we assumed that the

concentration of proteins responsible for droplet formation ðcÞ
linearly follows the p53 concentration.

Simulating the system (Equation 1 and 2) with constant p53

levels—therefore constant c — results in a metastable system

with one dominating droplet. This is shown in Figure 1E, where

the radius of each droplet is portrayed in a different color, match-

ing the schematic representation of Figure 1D. Here, we used the

Gillespie algorithm to simulate the evolution of droplet sizes in a

stochastic environment (see STAR Methods).

Lastly, we considered the process of DNA damage repair on a

single site as a Markov chain consisting of M steps, which need

to be sequentially made in order to retrieve the intact DNA (Hahn-

feldt et al., 1992; Mohseni-Salehi et al., 2020). Each step is

accomplished at a certain rate 1=t, but it can also be reversed

at another constant rate l, until the site is fully repaired (Fig-

ure 1F). To calculate the repair rate 1=t, we assumed that this

was diffusion limited, allowing us to use first passage time calcu-

lations in the Smoluchowski limit (see STAR Methods). Here, we

applied a previously derived theory (Heltberg et al., 2021b) of

how the presence of a droplet can alter the first passage time

of a molecule, leading to an optimal droplet size that reduces

the search timemaximally (Figure 1G). If the free energy is signif-

icantly lowered inside the droplet, this equation takes the form

t =
R3

3D0r0
+

r3n
3DR

; (3)

where R is the radius of the droplet, D is the diffusion coefficient

in the nucleus, D0 is the diffusion coefficient inside the droplet,
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Figure 1. Multiple DNA damage induces p53 oscillatory dynamics and the formation of liquid foci
(A) Schematic figure showing multiple DNA double-strand breaks (DSBs) in the nucleus of a cell following irradiation.

(B) Experimental trace of p53 following irradiation. The oscillatory dynamics is believed to stemmainly from the negative feedback loop between p53 and Mdm2.

p53 then stimulates the production of repair proteins.

(C) Simulations of the p53 network, where oscillations occur and periodicity and amplitude may be varied by modifying the parameters of the network.

(D) Schematic figure showing the formation of foci around the sites of damage and the parameters related in the process. Each droplet is represented by a

different color. Arrows indicate whether droplets are shrinking (red) or growing (green).

(E) The process of Ostwald ripening with one final dominating droplet shown by plotting the individual radii as a function of time. Same color code as in (D).

(F) Schematic figure showing the DNA repair at a specific site as a discrete Markov chain.

(G) Schematic figure revealing the droplet around a site of damage and the parameters related in the process.

(H) First passage time for repair molecules to find a target as a function of the size of the focus (Equation 3). The gray dotted line indicates the time to find a target in

the absence of foci (Equation 4).

(I) The damage as a function of time when only one site is damaged. The three lines indicate different constant average concentrations for the repair proteins. In

the legend, c is expressed in units of cout.

(J) The damage as a function of time when five sites are damaged. Same color code as in (D) and (E).

See Table S1 for the specific parameters used in this figure.
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and r0 is the radius of the site of interest (Figure 1H, black line). In

the absence of foci, it reduces to the time it takes to find the

target from the edge of the nucleus, which corresponds to the

constant value (Figure 1H, gray dashed-dotted line)

tno focus =
r3n

3Dr0
: (4)
4396 Cell 185, 4394–4408, November 10, 2022
All the typical parameters used and the ranges investigated

can be found in Table 1 (see Tables S1–S4 for the specific pa-

rameters used in each figure). It is worth noting that the three

components of our model described above all build on previous

experimental observations combined with biophysical results.

Based on this mathematical framework, we first considered

the case with only one damaged site, no oscillations in the p53



Table 1. Parameters used in this study with their typical values and the ranges investigated

Parameter Description Value Source Range Units

cin protein concentration inside droplets in the lim R/N 106 (Söding et al., 2020) 105–10�7 mm�3

cout protein concentration outside droplets in the lim R/N 103 (Söding et al., 2020) (0.8–1.5) 3 103 mm�3

c0 mean average concentration of proteins in the nucleus 103 (Söding et al., 2020) (0–3.5) 3 103 mm�3

Ac amplitude of average concentration in the nucleus 102 (Chen et al., 2016) (0–8) 3 102 mm�3

u frequency of p53/of average proteins concentration 0.02 (Geva-Zatorsky et al., 2006) 10�3–101 min�1

lg capillary length 5 3 10�6 (Söding et al., 2020) 10�6–10�4 mm

D diffusion coefficient outside droplets 10 (Matsuda et al., 2008) 1–100 mm2s�1

D0 diffusion coefficient inside droplets 0.1 (Miné-Hattab et al., 2021) 0.01–1 mm2s�1

rn radius of the nucleus 5.0 (Sun et al., 2000) fixed mm

r0 radius of the target to repair 0.01 (Heltberg et al., 2021b) fixed mm

N no. of damaged sites 15 (Pessina et al., 2019) 5–50 dimensionless

M no. of repair steps 40 (Mohseni-Salehi et al., 2020) 40–3,000 dimensionless

l rate of damage recreation 0.01 (Hahnfeldt et al., 1992) 0.01–1.5 min�1

See STAR Methods for further explanation on the choices of parameters values and ranges. See Tables S1–S4 for the specific parameters used in

each figure.
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dynamics and the constant level of c = c0 ct always above the

critical concentration cout (Figure 1I, full line). In this setting, we

observed a constant rate of damage repair that is optimized for

intermediate values of c (c0 = 1:05cout) (Figure 1I, dashed

line). Indeed, we found that increasing this value too much

(c0 = 2cout) leads to a reduced decay rate (Figure 1I, dotted

line), since the focus grows too large, thus increasing the search

time.

On the other hand, in the case of multiple DSBs subject to the

Ostwald ripening mechanism, some of them will dissolve, result-

ing in a significantly inhibited repair rate and an overall repair pro-

cess that is far from optimal (Figure 1J; note the same color code

as the droplets shown in Figures 1D and 1E). This result high-

lights the problems that the cell encounters with several

damaged sites. While the formation of liquid foci can lower the

search time of proteins significantly, it has the inherent problem

that when multiple sites are present, due to the metastability of

the system, small droplets will dissolve before the site is re-

paired. The next section will discuss how the oscillations found

in p53 might influence this situation.
Multiple sites reparation is enhanced by oscillations and
suggests the existence of optimal frequencies
In order to investigate the behavior of the system in the presence

of p53 oscillations, we first assumed that the p53 concentration

can be approximated by a sinusoidal, which would lead to the

same dynamics for the average repair proteins concentration:

c = c0 +AcsinðutÞ: (5)

Therefore, c is calculated at each time step and is then in-

serted in Equation 2, as mass conservation naturally still holds,

in order to determine the value of cNðtÞ. This, in turn, affects

the droplet growth through Equation 1. Thereby, the oscillations

of the droplet material are mediated through the proteins’

concentration far away ðcNÞ, thus indirectly affecting the foci.
In order to ensure robustness of the model, we tested other sim-

ple possible waveforms for p53 (Figure S1A), and non-linear de-

pendencies between p53 and droplet proteins concentration

(Figure S1B), still obtaining similar outputs.

By assuming c0Tcout, one could logically analyze the expected

behavior before turning to simulations. If either Ac = 0 or u = 0,

the behavior is analogous to the one seen in Figures 1E–1J; on

the other hand, as u becomes similar to the timescale of droplet

separation, one droplet would still grow and dominate, but only

in the time allowed by the external period. This means that oscil-

lations would effectively prevent Ostwald ripening, thereby allow-

ing the cell to distribute resources among the sites.

To test these predictions, we simulated the typical p53 period

of �5 h (Lahav et al., 2004) and observed the formation and

dissolution of droplets, with different droplets dominating in

different periods (Figure 2A). By combining this dynamics with

the damage removal mechanism, we observed that for slow os-

cillations only one site would be repaired within the simulation

time (Figure 2B, left). For the p53 period, the dominating droplets

grow to optimal sizes, giving enough time to repair the damaged

site properly within each oscillation (Figure 2B,middle). For oscil-

lations much faster than p53, droplets would still emerge, but

they would in this regime dissolve well before the sites could

be fully repaired (Figure 2B, right). Therefore, this result sug-

gested that optimal frequencies for oscillations could exist.

Simulating the system over a wide range of frequencies, we

found that the only ones able to achieve a full DNA repair—within

a maximum simulation time of 100 h—were those on the time-

scale of hours (Figure 2C). In those cases of full damage repair,

we further recorded the time to reach this condition, which we

indicated by a color gradient from blue to red (Figure 2C, see

right color bar): the experimental p53 frequency turned out to

be among the most efficient values to repair the damage in the

presence of multiple DNA breaks.

To validate these results, we first simulated the system with

several values of damaged sites N, studying whether a high
Cell 185, 4394–4408, November 10, 2022 4397



Figure 2. p53 periodicity optimizes the damage repair process in the fast droplets formation regime

(A) Droplet sizes at various points in time (above) and the radii of five damaged sites (below) in the presence of p53 oscillatory dynamics (green gradient).

(B) Damage at each individual site as a function of time (note that, for simplicity, only three traces out of theN = 15 are shown here). Left:u = 0:01 rad h�1;middle:

u = 2p=5:5 rad h�1 (experimental value); right: u = 5 rad h�1.

(C) The total amount of damage left on the sites after 100 h as a function of applied frequency. For the sites that were fully repaired, the color bar indicates the time

necessary to remove all the damage.

(D) Fraction of repaired sites after 30 h as a function of frequency. The four curves represent different initial numbers of damaged sites N, while the shaded area

corresponds to the SD. The black dashed curve corresponds to the parameters used in (C) (with the only difference of a shorter simulation time).

(E) Same as (D) but shown for five different values of the oscillatory amplitude Ac.

(F) Same as (D) but shown for four different values of themean concentration level c0. The shaded region in (C)–(F) corresponds to the SD calculated by simulating

the system multiple times, and assuming Gaussian errors, dividing by the square root of the number of runs.

See Table S2 for the specific parameters used in this figure.

ll
OPEN ACCESS Theory
competition among numerous sites would prevent the droplets

from reaching an optimal radius within the considered periods.

On the contrary, we found that the peak in the fraction of repaired

sites was conserved over a wide range of N (Figure 2D). Next, we

investigated how the result depended on the amplitude and
4398 Cell 185, 4394–4408, November 10, 2022
found that increasing amplitudes enhance the overall repair

rate of the system (Figure 2E). Finally, we tested the dependency

on c0, since this had so far only been evaluated at the critical

level. What we found is that for low values of c0, the repair rate

is significantly decreased, which is not surprising since the



Figure 3. p53 oscillations stabilize droplets sizes in the slow droplets formation regime

(A) Foci radius as a function of time. Three graphs shown for increasing timescales of coarsening (obtained by varying lg). The light-blue shaded region indicates

the optimal range of radii for which repair of one step of damage takes less than 0.5 min.

(B) Fraction of droplets around a specific site that spend time in the optimal range, for variations in the parameters lg, D, cin, and cout. See also Figure S2.

(C) Radii of individual foci as a function of time, when the average concentration is above the critical concentration. Different colors correspond to different foci.

Points 1 and 2 (below) visualize the droplet environment at these specific points in time.

(legend continued on next page)
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critical concentration spends less time above the critical state;

therefore, droplets exist for shorter times. However, by

increasing the level of c0, the repair rate is less sensitive to the

frequency, and the maximal repair rate is reduced compared

to the critical concentration (Figure 2F). This suggested a funda-

mental relation between the amplitude of oscillations Ac and the

average concentration level c0.

We speculated that enhancing the average concentration

might change the number of stable droplets as more material

might be available, thereby enhancing the overall repair rate

significantly.

Stabilization and optimization of multiple droplets by
enhancing amplitudes
At this stage, our results had revealed how the oscillatory

behavior of p53 could distribute the limited resources at the spe-

cific damaged sites over time. This naturally brought up the

questions (1) what would happen with a wider availability of

droplet material, and (2) how would the whole picture be altered

in case of a faster/slower droplet coarsening?

To shed light on this, we first considered two factors: in partic-

ular, the point when competition for material starts and the point

when Ostwald ripening is ‘‘complete’’—i.e., when one droplet

has become dominant. The first occurs when cNzcout, and

following Equation 2, one can derive the formula for the volume

of the i-th droplet Vi at which competition for material starts

(see STAR Methods),

Viz
�c� cout

cin � cout

$
Vn

N
z

�c� cout

cin

$
Vn

N
; (6)

the last holding since cin [ cout. Consequently, we derived the

timescale of Ostwald ripening (TOR), that is the time necessary

for one droplet to dominate on the others (Söding et al., 2020)

(see STAR Methods), which takes the form

TORðRÞ =
Rc

Dlg

cin

cout

R2; (7)

where Rc is the critical radius for the system in steady state. If the

timescale of coarsening is lower than the period of p53 oscilla-

tions, the dominating droplet quickly prevails within each period,

preventing all the others from growing (Figure 3A, top). On the

other hand, for longer TOR, multiple droplets, with volume given

by Equation 6, may co-exist within each oscillation (Figure 3A,

bottom) asOstwald ripening (and competition for material) would

occur at a much later time. The latter would seem like the optimal

scenario for the cell, which would be able to repair multiple sites

simultaneously within each period. It should be noted, though,
(D) Fraction of fully repaired sites as a function of the mean concentration level.

(E) Heatmap showing the fraction of repaired sites (indicated by colormap) as a fu

three small arrows on the top correspond to the three values ofAc investigated in (D

average p53 level and its amplitude. The green and blue squares show the param

(F) Fraction of repaired sites assuming different timescales for damage induction,

p53 (green line) is always advantageous against constant p53 level (blue line). The

the system multiple times, and assuming Gaussian errors, dividing by the square

See Table S3 for the specific parameters used in this figure.
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that in this case the maximum radius reached by the droplets

is lower than before, as material is distributed equally among

all of them. Following this reasoning, we defined an ‘‘optimal

range’’ of radii (light-blue shaded region of Figure 3A) around

the minimum of t (Equation 3), where damage repair would be

the fastest and chose an interval such that one damage removal

would take less than 0.5 min. At this point it was clear that a

slower timescale of coarsening would benefit the cell only in

the presence of enough material to distribute among the foci,

in order to perform a parallel repair of multiple damaged sites.

Following Equation 7, we then investigated the role of the

different parameters ðD; cin; lg; coutÞ in altering the timescale of

coarsening and consequently the number of droplets whose

radius is within the optimal range (Figure 3B). We found that

increasing lg leads to a shorter timescale of coarsening and

therefore a lower number of droplets whose size is in the optimal

range. Increasing the diffusion coefficient D both results in a fast

timescale of coarsening but also in a wider range of optimal radii.

On the other hand, greater cin results in progressively smaller

droplets that do not grow in the optimal range. Finally, we real-

ized that varying cout over two orders of magnitude, such that

the system transitions from being constantly supersaturated

ðcout < cÞ to undersaturated ðcout > cÞ leads to stabilization of

droplets in the first case and impossibility to grow in the latter

(see Figure S2 for explanatory panels).

Next, we further investigated what would happen if the mean

concentration were significantly increased, such that oscillations

of cwould always be above the critical concentration cout. In this

case the system revealed an interesting property: while Ostwald

ripening still occurs in the sense that one droplet dominates in

the end (Figure 3C, point 2), the meta-stable state can exist for

a very long time (Figure 3C, point 1), and many of the otherwise

dissolved sites still show droplets emerging. However, in this

picture the Ostwald ripening also results in a vast amount of ma-

terial centered around a few number of sites until only one

dominates.

Therefore, we wondered how the number of repaired sites

would scale as the mean concentration were elevated. We found

that in the absence of oscillations, there is a linear relation be-

tween the number of repaired sites and the mean concentration

(Figure 3D, pink curve). The reason is that increasing the amount

ofmaterial leads tomore states that can co-exist in themeta-sta-

ble state before they dissolve, resulting in more repaired sites.

However, introducing oscillations and increasing the amplitude,

we observed a new region emerging, where the damage is

resolved at a much higher rate (Figure 3D, brown curve). In this

regime the effect of the oscillations is large enough to prevent

theOstwald ripening, while there is still enoughmaterial available

for droplets to grow to optimal sizes. This suggested a non-trivial

relation between the average concentration and the values of the
Curves are shown for three different values of the amplitude.

nction of the amplitude (x axis) and the mean concentration level (y axis). The

). The light-blue dashed line represents the experimental p53 ratio between the

eters used in (F).

spanning from fast (radiation induced) to slow (chemically induced); oscillatory

shaded region in (B), (D), and (F) corresponds to the SD calculated by simulating

root of the number of runs.
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amplitude, and we realized that a region of optimal DNA repair

emerged for large values of the amplitude and intermediate

values of the mean concentration (Figure 3E). Moreover, we

quantified the ratio r between mean level and amplitude in the

experimental p53 signal (Figure 1B), obtaining r = 2:050±

0:023. Very interestingly, by plotting the line with slope corre-

sponding to r, we discovered that it spans precisely the region

of optimal repair (light-blue dashed line, Figure 3E).

Up to now, we have considered an instantaneous initial nucle-

ation (corresponding to irradiation), but in nature damage might

often be chemically induced reflected by a longer timescale, and

thereby higher variation, in the initial nucleation time. We

observed that for a large time of damage induction, some initially

larger droplets quickly take up all material, leading to non-

optimal repair (Figure 3F, blue line). This does not affect the drop-

lets in the presence of p53 oscillations (Figure 3F, green line),

which ensure the distribution of material to different sites

over time.

This aspect highlights the overall advantageous effect of p53

oscillations compared to constant levels.
Enhancing the repair by parameter stimulation and
noise induction in the p53 network
Finally, we combined the theory of droplets with the p53-Mdm2

protein network, in order tomake predictions on how altering this

network, with stochastic noise, affects the DNA repair. The

network of p53 takes the form (Mengel et al., 2010):

dp

dt
= k1 � k2M

p

k3 +p

dm

dt
= k4p

2 � k5m

dM

dt
= k6m � k7M

(8)

where p, m, and M are the concentration of p53, of Mdm2-

mRNA, and Mdm2 itself, respectively. In this model, the material

forming droplets still follow p53 concentration linearly, and p53 is

produced at a fixed rate (k1) and degraded following binding to

Mdm2 by a saturated degradation process (k2; k3). The Mdm2-

mRNA is produced proportionally to the p53 level squared—

since p53 acts as a dimer—scaling with a production parameter

(k4) and degraded through a first-order decay process (k5).

Finally, the protein Mdm2 is produced proportionally to the

Mdm2-mRNA with constant k6 and again degraded through a

first-order decay process (k7). Inspired by previous analyses,

we used simulations to make the network agree with the biolog-

ical findings, where p53 levels are constant until stimulated

externally, at which point oscillations arise with a frequency of

�5.5 h (Figure 4A).

In order to include stochasticity, we simulated the model using

the Gillespie algorithm (see STAR Methods), which let us

combine the dynamics of p53 with the dynamics of droplet for-

mation and damage removal. We first analyzed the behavior of

the limit cycle by varying the parameters with particular interest

in the role of enhanced degradation (k2), since we have previ-

ously revealed that this is a main component in the induction of
p53 oscillations (Heltberg et al., 2019a). We found that high

values of k2 result in low, non-oscillatory, steady-state levels of

both p53 and Mdm2. On the other hand, decreasing k2 gives

rise to a Hopf-bifurcation and a stable limit cycle, but very low

levels of this parameter again lead to a non-oscillatory state,

regardless of the p53 and Mdm2 levels. We visualized this by

plotting the levels of p53 versus the level of Mdm2 after the tran-

sient phase, where the dynamics had reached the steady state.

In the phase spanned by their concentrations, we observed how

the limit cycle can emerge for intermediate values of k2 (Fig-

ure 4B, top). The same behavior can be obtained by increasing

the Mdm2 production rate k4, whereas increasing the p53 pro-

duction by enhancement of k1 mainly results in a continuous in-

crease in the amplitude of p53 (Figure 4B, bottom). See Figure S3

for the correspondent time series. Based on these consider-

ations, we investigated the repair rate by perturbing the three pa-

rameters, k1, k2, and k4 (Figure 4C). The regions of optimal repair

were those corresponding to high amplitudes and optimal

mean levels for the p53 signals, obtained for intermediate

values of k2 and k4 (red and purple curves) and high values of

k1 (yellow curve).

Finally, we investigated the role of noise in the p53 oscillations

on the droplet formation and repair rate (Figure 4D). Visualizing

the p53-Mdm2 trajectories in polar coordinates (see STAR

Methods) reveals that higher noise levels amplify the SD, pushing

the radial coordinate outward and therefore leading to effectively

enhanced amplitudes (Figure 4E).

Based on these observations, we hypothesized that stochas-

ticity in the oscillator could be a method to further enhance the

repair rate, and we found that this is particularly effective for sit-

uations with many damaged sites (Figure 4F). Thereby, we

concluded that the protein network could be tweaked to opti-

mize the repair rate both through adjusting the parameters and

enhancing the stochasticity.

This theoretical work overall reveals how the dynamics of os-

cillations can be used in saturated environments, to distribute

resources over nucleation points in time and space. This in

turn not only prevents the Ostwald ripening from introducing

a monopoly on resources for one large droplet but also enables

a few droplets of optimal size to exist instead, thereby opti-

mizing the use of material. In Figure 4G, we have schematically

summarized these conclusions into a working model that might

stimulate future research in the combination of dynamics and

phase transitions. Based on this, we wanted to experimentally

test the most striking feature of our conclusions: that the oscil-

latory dynamics in p53 would enhance the efficiency of DNA

repair.

Model’s predictions and their validation
Our theoretical model directly leads to predictions that can be

experimentally tested (Figure 5A). Since the mechanism pro-

posed is quite delicate, depending on the quantitative nature

of the biological oscillators (e.g., period, amplitude), we believe

it should be tested in multiple cell lines, possibly including non-

cancerous ones. Indeed, the fine balance of phase transitions

and the ability to form and dissolve repair foci could easily be

disturbed or suppressed in a cell-line- and context-dependent

manner.
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Figure 4. Tweaking p53 network parameters and enhancing the stochasticity may optimize the repair rate

(A) Simulated trace of p53 according to the model of Equation 8, following induction of damaged sites.

(B) Visualization of the steady-state phase space, spanned by p53 and Mdm2, for different parameter choices. Top: increased p53 degradation, thus higher k2.

Note that increased Mdm2 production (i.e., higher k4) leads to the same behavior (not shown). Bottom: increased p53 production, thus higher k1. See also

Figure S3.

(C) Fraction of repaired sites, as a function of parameter perturbations in the parameters k1, k2, and k4. Shaded areas correspond to the SD on these numbers.

(D) Nuclear concentration of p53 as a function of time, shown for three different levels of noise and the related deterministic simulation.

(E) The p53-Mdm2 phase space transformed into polar coordinates, shown for the three levels of noise. In both (D) and (E), noise was introduced by applying the

Gillespie algorithm.

(F) Fraction of fully repaired sites as a function of the applied noise level in the external concentration oscillations. Two curves shown for different numbers of

initially induced damaged sites. Shaded areas correspond to the SD on these numbers.

(G) Schematic figure, revealing the working model of how a single damaged site can be repaired fast and efficiently through the formation of a droplet and how

multiple damaged sites need external dynamics to prevent Ostwald ripening and maintain this functioning role.

See Table S4 for the specific parameters used in this figure.
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The first of our predictions is that the p53 oscillations should

be more efficient in repairing DNA damage compared to sus-

tained levels, leading to a higher number of fully repaired sites.

This can be experimentally tested by controlling the p53 dy-

namics—oscillatory vs. sustained—and by measuring in each

case the DNA damage level, as shown in an ‘‘example figure’’

in Figure 5A, left.

Second, we predict that the oscillations in p53 can prevent the

coarsening of DNA repair foci and thereby prevent some drop-

lets from growing to extreme sizes. This could be tested by

measuring the size distribution of DNA repair foci at different

time points, similar to Pessina et al. (2019)—the authors there

used U2OS cells, whose p53 dynamics is highly sensitive to

the level of genotoxic stress and is dose dependent (Stewart-

Ornstein and Lahav, 2017; Yang et al., 2018); therefore, it is likely

not oscillatory under their conditions (2 Gy). Due to Ostwald

ripening, the foci would grow to larger sizes in case of sustained

p53 levels (Figure 5A, bottom mid-left). To monitor the coars-

ening of the DNA damage foci, there are two candidate markers,

53BP1 (Pessina et al., 2019) and MRNIP (Wang et al., 2022b).

Distinct in their function, 53BP1 and MRNIP represent the DNA

damage repair foci via the mechanisms of non-homologous

end-joining (NHEJ) and homologous recombination (HR),

respectively. These markers can be introduced to a p53 reporter

cell line for simultaneous quantification of p53 and DNA damage

foci dynamics.

Third, our prediction is that the DNA repair foci, in the presence

of p53 oscillations, should show some kind of oscillatory dy-

namics too. This also means that those repair foci that would

disappear under sustained p53 levels, due to Ostwald ripening,

should instead be maintained under p53 oscillations. We sug-

gest that this hypothesis could be tested by measuring the dy-

namics of DNA repair foci in their number and intensity over

time (Figure 5A, bottom mid-right).

Finally, our model predicts that p53 may have some optimal

amplitude and frequency to perform DNA repair. We suggest

to test this aspect by altering the properties of p53 oscillations

while quantifying the DNA repair efficiency (Figure 5A, bottom

right). Since our predicted valley in Figure 2C is relatively broad,

we suspect that one would need to change the frequency of p53

oscillations by an order of magnitude in order to observe signif-

icantly altered results. In contrast, the amplification of the ampli-

tude should lead to an obvious improvement of the DNA repair

efficiency.
Figure 5. Model-inspired hypotheses and experimental validation

(A) Schematics showing four theoretical predictions and suggested example figu

(B–E) Experimental results testing the leftmost (encircled) hypothesis.

(B) p53 oscillatory (top) and sustained (bottom) dynamics in three representative

(C) Immunofluorescent images of g-H2AX DNA damage foci under oscillatory and

NCS (400 ng/ml). Upper: A549 cells; lower: RPE-1 cells. First column: control be

duction by addition of NCS; third column: 24 h after DNA damage introduction un

DNA damage introduction in the presence of sustained p53 levels (NCS + nutlin-

(D) Quantification of g-H2AX DNA damage foci in A549 (left) and RPE-1 cells (right)

(n > 1,000, Wilcoxon rank-sum tests, *p < 10� 19).

(E) Quantification of g-H2AX DNA damage foci in four additional cell lines. From

tests, *p < 10�9).

(F) Distribution of the number of damaged sites in cells. Data shown for A172 ce

(G) Barplot showing the fraction of fully repaired sites and the uncertainty on this
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We therefore sought to experimentally test the most funda-

mental hypothesis: the oscillatory p53 dynamics promotes

DNA repair efficiency. Therefore, we introduced DNA damage

by adding neocarzinostatin (NCS), a g-irradiation mimetic drug

that causes DSBs and oscillatory p53 dynamics (Figure 5B,

top). In order to achieve sustained p53 dynamics, we added a

non-genotoxic small molecule, nutlin-3a, that stabilizes p53 by

suppressing itsMdm2-mediated ubiquitination and degradation.

Nutlin-3a was added 2.5 and 5.5 h after NCS treatment to obtain

sustained p53 dynamics in A549 andRPE-1 cells (Figure 5B, bot-

tom). We then quantified the DNA damage levels by immunoflu-

orescent staining of the g-H2AX foci before and 1 h after DNA

damage, as well as 24 h after DNA damage introduction under

the oscillatory or sustained p53 dynamics (Figure 5C). Note

that these DNA damage foci are different from the DNA repair

foci (e.g., ones measured in Pessina et al. [2019]) as they have

not been shown to exhibit liquid-droplet properties and are

merely representing the levels of DNA damage. Based on the

immunofluorescent images, we quantified the number of

g-H2AX DNA damage foci in individual cells. Figure 5D shows

that cells with oscillatory p53 dynamics have a lower number

of g-H2AX foci 24 h after NCS treatment, thus exhibiting higher

DNA damage repair efficiency, compared to those with sus-

tained p53.

To further strengthen these observations, we carried out the

same experiments in four more cell lines: A172, U2OS,

HCT116, and MCF7. Interestingly, in all of them, cells with

oscillatory p53 dynamics show less g-H2AX DNA damage

foci 24 h after DNA damage compared to those with sustained

p53 (Figure 5E), supporting the prediction of oscillatory p53 in

promoting DNA damage repair. To further validate that the dis-

tributions of damage differed between cells with oscillatory p53

and sustained levels, we performed a two-sided KS test and

obtained p values smaller than 10� 7. Finally, we also investi-

gated the fraction of cells that were completely repaired, which

is often the most significant value in biology. Here, we found

that all cell lines with oscillatory p53 had a larger fraction of fully

repaired cells, and calculating the probability that the oscilla-

tory cell lines would have more fully repaired cells, we obtained

p values smaller than 10� 6 for all cell lines (see Figures 5F

and 5G).

Taken together, our experimental results are in strong agree-

ment with the first theoretical prediction and reveal that the oscil-

lations in p53 can enhance the efficiency of DNA repair.
res for validation through experimental measurements.

A549 (left) and RPE-1 cells (right).

sustained p53 dynamics. DNA damage was introduced by treating cells with

fore introducing DNA damage; second column: 1 h after DNA damage intro-

der oscillatory p53 dynamics (NCS treatment alone); fourth column: 24 h after

3a, see STAR Methods for details).

. g-H2AX foci under oscillatory and sustained p53 dynamics were labeled in red

left to right: A172, U2OS, HCT116, and MCF7 (n > 1,000, Wilcoxon rank-sum

ll line.

number.
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DISCUSSION

How oscillations in TFs can be used to optimize specific pro-

cesses and why evolution has created these complex responses

remain open and deep questions. The emerging evidence that

DNA repair foci might form as a result of liquid-liquid phase sep-

aration, inspired us to investigate the interplay between oscilla-

tions in TFs, such as p53, and the formation of multiple droplets.

We thus revealed that the properties of oscillations can stabilize

these structures in an ordered and efficient way, leading to an

optimal repair mechanism.

These two aspects had not been combined in areas of

biophysics before. Hereby, we do not only show an interesting

result based on coupled differential equations but apply a direct

biophysical mechanism that mediates the connection and cre-

ates the optimal repair strategy, offering clear experimentally

testable predictions. The vast majority of parameters applied in

this work are well defined from numerous experiments, and

even though some values can differ (the number of damaged

sites and the concentration inside droplets), our results are

robust to variations in these parameters and overall suggest

why oscillations can be of fundamental importance.

Droplet formation is a popular topic in science, and many ex-

periments have currently reported the observation of liquid sub-

compartments in the cell (Brangwynne et al., 2009; Larson et al.,

2017; Strom et al., 2017). Preventing the Ostwald ripening has

been the topic of many papers, who sought to create a stationary

state in the equation for droplet growth and thereby to chemically

stabilize droplet sizes. The mechanism that liquid droplets can

oscillate in size, thereby preventing Ostwald ripening, has been

shown to occur for nanoparticles (Xin and Zheng, 2012), but

other ways to stabilize the droplets have also been suggested.

One mechanism, for instance, consists in the inclusion of trap-

ped species in the dense phase (Webster and Cates, 2001),

where droplets will grow to a specific (relatively small) size, un-

less they cross a critical threshold where the large droplets will

again grow. Another possibility is to considerably slow down

Ostwald ripening—which for normal timescalesmight be enough

to stabilize the emulsions—by lowering the surface tension so

that it becomes effectively zero. Moreover, the chemical turnover

of droplet material inside the droplet has been recently indicated

as another way to obtain a stationary state (Söding et al., 2020;

Weber et al., 2019; Zwicker et al., 2015; Kirschbaum and

Zwicker, 2021). However, if the droplet material is finite and

many damaged sites emerge, preventing Ostwald ripening alto-

gether might not be optimal, since the remaining droplets will

then share the material and all be small. With oscillations, in

the presence of Ostwald ripening, material can be clustered at

some specific sites, only to be redistributed at later times at other

sites. We speculate that this might further optimize processes in

biology, where material needs to be shared among a variable

number of locations.

In this work we focused on how downstream repair is stimu-

lated by p53. We assume for simplicity that the proteins causing

the phase transition are stimulated as a linear function of the p53

concentration. Present literature has revealed that p53 not only

works as a TF for the proteins related to DNA repair but also

directly recruits important proteins such as 53BP1 and DDP1,
whose concentrations seem to scale linearly with the p53 level

(Wang et al., 2022a). Moreover, it has been shown that p53 is

one of the fastest proteins to relocate to the site of DNA damage,

which occurs on timescales of seconds (Wang et al., 2022a),

whereas studies in vitro have found that p53 itself can form a

liquid droplet state (Kamagata et al., 2020; Petronilho et al.,

2021). These results may suggest that p53 plays a crucial role

on shorter timescales and on a more direct level than what is

typically considered as a downstream effect, being a potential

main candidate to induce the droplet formation observed in

DNA repair. On the other hand, we have shown (Figure S1B)

that a non-linear relation between p53 and downstream droplet

proteins anyway results in the majority of cases in an oscillatory

signal for the droplet proteins concentration.

At the same time, the oscillations in p53 could very well be

stimulated themselves by the damaged sites and thereby

possibly by the intensity of foci. This could potentially be a

sensing mechanism that signals back to the p53 loop and stops

it from oscillating when all sites have been successfully repaired.

Furthermore, it is well known that cells showing oscillations in the

p53 concentration can become senescent after some time,

which could again be an interesting signal from the foci struc-

tures. We thus hypothesize that the present results are one link

in the network that couples p53 dynamics, DNA repair, and ulti-

mately cell-fate decisions.

In this regard, it is also interesting to consider that p53 has

been revealed to show circadian oscillations, through the inter-

action with circadian protein Per2 (Gotoh et al., 2015, 2016).

However, these oscillations occur in the absence of multiple

damaged sites, which is the main problem investigated in this

paper. Nevertheless, if the oscillations of p53 due to DNA dam-

age interfered with the circadian oscillations, there could be an

intriguing interplay. Indeed, this would theoretically constitute a

set of coupled oscillators, where one could imagine that the peri-

odicity of the damage-related oscillations could entrain to the

external, circadian oscillator.

The reparation of damaged sites is a complicated process

involving a large number of steps and specific proteins that we

mathematically modeled and approximated as a discrete Mar-

kov chain. It is important to note that the actual structure of

such a chain is not crucial to the results. Indeed, it merely repre-

sents the feature of the repair process of having a characteristic

time to finish and potentially also the situation where fractionally

repaired damaged sites might lose their state if not repaired fully

within a characteristic time.

In this workwe revealed how oscillations can play an important

role both through the amplitude and the periodicity, suggesting

that no other type of dynamics (random fluctuations, stability,

or chaos) would perform as well, and we validated these theoret-

ical predictions with an experimental verification of the positive

role of p53 oscillations on DNA repair. Of course, it is very plau-

sible that the proposed mechanism may work together with

other mechanisms in the stabilization of foci and optimization

of repair, meaning that the oscillations are only one part of the

entire puzzle. Furthermore, there are many other systems with

oscillations, for instance in the TF NF-kB. With the growing evi-

dence that liquid sub-compartments exist in many aspects of

cell regulation (Brangwynne et al., 2009; Larson et al., 2017;
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Strom et al., 2017), we speculate that these findings might also

be fundamental to other aspects of gene regulation in the pres-

ence of complex dynamics. If these results really revealed one

key role for the oscillations in p53, it would be a major step for-

ward in our understanding of damage repair. It is at least

tempting that two fundamental processes in physicsmight guard

one of life’s most fundamental regulatory processes.

Limitations of the study
This study presents a theoretical description of droplet formation

in an oscillatory field and relates it to the process of DNA repair.

Here, we describe the simplified scenario of a binary phase sep-

aration along with identical repair proteins. Future research

should investigate the properties of this in more complex phase

separations and in the presence of active emulsions that might

further stabilize the droplets. Furthermore, while the liquid nature

of the repair foci has been well established, it is of fundamental

importance to reveal which proteins are responsible for creating

this phase transition in vivo. While we have successfully obtained

one experimental validation of the hypotheses of the model, our

work is fundamentally of theoretical character, and it needs to be

thoroughly tested in vivo under many different conditions. The

main foundations of the work are (1) DNA repair happens in the

presence of droplet formation and (2) p53 stimulates numerous

DNA repair processes and shows sustained oscillations

following severe degree of DNA damage. These are both well es-

tablished from experiments, but future experimental work should

test whether p53 mediates the phase transitions (either directly

by causing the phase separation of indirectly by upregulating

proteins responsible for the phase separation) and whether the

repair foci can show signs of oscillatory dynamics. We also

acknowledge that the experimental results presented in this pa-

per might not produce complete evidence of the specific theo-

retical mechanisms proposed, and further validation is still

needed to reveal the important roles of p53 oscillations.
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Software and algorithms
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Data and code availability
d All data reported in this paper will be shared by the lead contact upon request.

d All software and code used in this study are available through a Github repository at https://github.com/Mathiasheltberg/

EnhancedDNARepairThroughDropletFormationAndp53Oscillations.

d Any additional information required to reproduce the simulations and reanalyze the data reported in this paper are available

from the lead contact upon request.
EXPERIMENTAL MODEL AND SUBJECT DETAILS

Cell culture
All cell lines were adopted and maintained in RPMI 1640 media supplemented with 5% FBS and antibiotics (Streptomycin, Ampho-

tericin B, Penicillin). Cells were grown in the humidified incubator at 37�C with 5% CO2.

METHOD DETAILS

Live cell imaging
A549 and RPE-1 p53 reporter cells were seeded at 2x103 cells/well in a m-Plate 96 Well Black plate (ibidi Cat#89626) 1 day before

imaging with Nikon Eclipse Ti invertedmicroscope. Cells were switched to transparent RPMI (RPMIwithout riboflavin and phenol red,

customized by US Biological) 1 h before imaging and SiR700 DNA probe (1:40,000) was added to label nuclei for single-cell tracking

purposes. During imaging, cells were maintained in a chamber controlling CO2 (5%), temperature (37�C), and humidity. Images were

acquired every 30 min with appropriate filter sets: SiR700 (ex:640/30; em:700/75) and p53 (ex:510/25; em:544/24). NCS was added

to induce oscillatory p53 dynamics. To achieve sustained p53 levels, 0.75 and 0.55 mMNutlin-3a were added 2.5 and 5.5h after NCS

treatment, respectively.

Single cell tracking and p53 level quantification
Individual cells were tracked using a semi-automated MATLAB program described previously (Reyes et al., 2018). p53 level was

quantified by averaging the p53 signals within the cell nucleus. Individual p53 traces were smoothed using a 1h sliding window.

Immunofluorescence
Cells were seeded at 2x103 cells/well in 96-Well Micro-Well Plates (Nunc Catt#167008) 2 days before NCS treatment. After treat-

ment, cells were fixed at indicated time in 4% paraformaldehyde for 10 min, washed three times with PBS, and then permeabilized

with PBS containing 1% Triton X-100 for 5 min at room temperature. After permeabilization, cells were blocked in antibody dilution

buffer (2% BSA and 0.1% Triton X-100 in PBS) for 1 h, followed by primary antibody (Anti-phospho-Histone H2A.X Ser139, 1:1000)

incubation overnight at 4�C. Cells were then washed three times in PBS, incubated in antibody dilution buffer containing secondary

antibodies (Goat anti-Mouse Alexa FluorPlus 647, 1:1000) for 1 h, followed by DAPI staining (5 mg/ml in PBS) for 5 min at room

temperature. Cells were washed three times with PBS and imaged with ImageXpress Micro XL High-Content Screening System

(Molecular Device). The filter settings: Cy5 (ex:628/40; em:692/40) and DAPI (ex:377/50; em:447/60).

g-H2AX foci quantification
Cell nuclei were segmented according to DAPI signals using StarDist (Schmidt et al., 2018), a plugin for Fiji (Schindelin et al., 2012).

Images of the g-H2AX (Cy5 channel) were background subtracted (rolling ball radius: 50 pixels) prior to quantification. g-H2AX foci

were quantified using customMATLAB scripts. Generally, within each nucleus, Cy5 intensities below an absolute intensity threshold

were filtered out. For nuclei with strong Cy5 background, the intensities were normalized to range between 0 and 1 and pixels below a

normalized intensity threshold were filtered out. Peaks of Cy5 intensities with prominences above a threshold were detected using

the findpeaks function in MATLAB. The coefficient of variation (CV) in intensity between each detected peak and its adjacent pixels

were taken. Peaks with CV above a threshold stood out well from its surrounding and therefore were considered as g-H2AX foci cen-

troids. The number of such centroids in each nucleus represented the number of presenting g-H2AX foci. All thresholds were deter-

mined manually for each cell line to best match visual inspection of g-H2AX foci.

Parameter estimates
d D: The diffusion coefficient in the nucleus. This has been thoroughly investigated in the past, and even though it differs for

different types of proteins, it can be roughly approximated as Dz10mm2s� 1.

d D0: The diffusion coefficient inside the focus. This has been estimated in the work of Miné-Hattab et al. (2021), where it is shown

to be 1/100 D. Even though it might vary for different types of proteins, this should reflect the right order of magnitude.

d cin: The protein concentration inside droplets. Söding et al. (2020) estimate the internal concentration of biomolecular conden-

sates, assuming a 1:1 protein to water ratio, a protein density similar to water and a protein molecular weight of 30kDa, obtain-

ing cinz17mM. This corresponds to z107molecules mm� 3. In order to confine the search, we have fixed cinz106mm�3.
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d lg: The capillary length of the droplets. This is typically estimated to follow the relation: lgzð2g =cinkBTÞ, with g being the surface

tension of the droplets. From the work of Pessina et al. (2019) g is roughly 0:1mNm� 1, which together with the previous estimate

of cin, define a physiological value for lg.

d cout: The protein concentration outside droplets. We know that in a supersaturated environment proteins are enriched in the

condensates. Söding et al. (2020) estimate the ratio of cin=coutz100. In our paper, again to confine the search, we fixed this

ratio to 1000.

d N: The number of foci arising as a result of DNA damage has been measured by Pessina et al. (2019) to be approximately 30,

and anyway in the range 10–100, therefore we also considered values in this range.

d u: The p53 periodicity has extensively been measured in the past (Lahav et al., 2004).

d c: We have fixed the average concentration of repair proteins to be close to c, so that the oscillations of p53 of the right ampli-

tude would make the environment oscillate between being supersaturated and undersaturated.

d A: We have varied the amplitude of the oscillations in a range such that the ratio c0=Ac would be consistent with the ratio of p53

mean level and amplitude.

d M: The number of steps necessary to repair the DNA damages. Hahnfeldt et al. (1992) modeled the evolution of DNA damage in

irradiated cells as a Markov chain, in which several steps had to be accomplished to achieve full repair. In a recent biophysical

work (Mohseni-Salehi et al., 2020), the DNA repair process is modeled as a Markov chain and the number of possible steps is

estimated to be around 20.

d l: The rate of damage recreation. We assumed that, along with the correct repair mechanisms, ‘‘misrepair events’’ may also

occur, such as mistakes by the repair enzymes or a gradual loss of a lesion’s ability to undergo any reaction (Hahnfeldt

et al., 1992). This parameter is not strictly relevant for the conclusions of our work, therefore is assumed to be small for the ma-

jority of the simulations. It only serves the purpose to define a timescale for repair processes to be completed.
First passage time in the Smoluchowski limit
In the following we describe the rate of capture for a diffusing molecule, that can get absorbed by (i.e. react with) another molecule.

Wewrite up the Smoluchowski equation in spatial coordinates assuming angular symmetry. In the stationary state this takes the form

0 = V,DðrÞðV � bFðrÞÞpðrÞ;
with the two boundary conditions:
pðr1NÞ = c1c2
DðR0ÞðV � bFðR0ÞÞpðR0; tÞ = kpðR0Þ
The first guarantees a constant concentration of molecules away from the sphere of interest and the second is the radiation Bound-

ary Condition. The parameter k defines the absorbance of the binding site. Integrating with respect to the volume and applying Gauss

theorem yields Z
V

V,DðrÞðV � bFðrÞÞpðr; tÞdV = 4pr2DðrÞðV � bFðrÞÞpðr; tÞ

Next, inserting the Boundary Condition 2) and rewriting the first term gives

vr
�
ebUðrÞpðrÞ� =

R2
0k

r2DðrÞe
bUðrÞpðR0Þ:

Integrating on both sides, from R0 to N results in

c1c2�
e� bUðR0ÞR2

0k
RN

R0

1
r2DðrÞe

bUðrÞdr+ 1
�e� bUðR0Þ = pðR0Þ:

The total radial current into the partially absorbing sphere is equivalent to the rate of absorption:

Irad = k� = 4pR2
0kpðR0Þ = 4pR2

0k
c1c2�

e� bUðR0ÞR2
0k
RN

R0

1
r2DðrÞe

bUðrÞdr+ 1
�e� bUðR0Þ:

We define the actual on-rate as a constant multiplied by the concentrations of the two interacting molecules: k� = k + c1c2. There-

fore removing the dependencies on c1 and c2 yields

k+ =
4p� RN

R0

1
r2DðrÞe

bUðrÞdr+ ebUðR0Þ
R2
0k

�:
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If we assume that kz 0 we note that we recover the Arrhenius equation. Assuming diffusion limited reactions (i.e.UðrÞz 0) we get:

k+ =
4pRN

R0

1
r2D0

dr+ 1
R2
0k

=
4pD0R0

1+ D0

R0k

:

We see that we here arrive at the diffusion limited reaction rate (k + = 4pD0R0) if we also assume that k/N. We note here that the

classical result derived by Berg and Purcell, where one assumes a surface of small absorbing disks, leads to an on-rate of

k +
BP = 4pDR0

Na

pR0 +Na
where a is the radius of the small disks covering the absorbing
 spheres. These two expressions are therefore equivalent if k =

ðNaD =pR2
0Þ. We now assume that the absorbing center is in themiddle of a liquid droplet, whichwemodel by a spherically symmetric

potential U(r). The probability distribution of a molecule is denoted by p(r) = p(r). The probability density of being at distance r from the

absorbing site is given by qðrÞ = 4pr2pðrÞ. At steady state with a non-vanishing flux J = const, we have:�
2D

r
� D

kBT
vrU

�
q = Dvrq � J:

Introducing the variable 4 = � 2lnðrÞ+U=kBT , we simplify this as:

qvr4 + vrq =
J

D
:

By multiplication with e4, we obtain:

vrðe4qÞ =
J

D
e4:

The general solution to that equation is:

qðrÞ = Ce�4ðrÞ + Je�4ðrÞ
Zr
r0

e4ðr0 Þ

Dðr 0Þdr
0:

Here C = 0 due to the absorbing boundary condition qðr0Þ = 0. The constant J is determined by the normalization
R rn
r0
drqðrÞ = 1

yielding:

J� 1 = ta =

Zrn
r0

dre�4ðrÞ
Zr0
r0

dr0
e4ðr0 Þ

Dðr 0Þ;

By replacing 4ðrÞ by its definition and assuming a strong surface potential of the liquid droplet we directly retrieve Equation 3.

Derivation of droplet growth
We first describe an infinite system with two inhomogeneous phases, whose free energy F is therefore given by

F = V1fðc1Þ+V2fðc2Þ;
where f is the free energy density, V1;2 are the volumes of the tw
o phases and c1;2 are the respective equilibrium concentrations.

Assuming that the total volume is constant and that the number of molecules is fixed leads to VT = V1 +V2 and cTVT = V1c1 +

V2c2, with VT being the total volume and cT the average concentration. Thus F can be written in terms of c1;V1; cT ;VT as

F = V1fðc1Þ+ ðVT � V1Þf
�
cTVT � V1c1

VT � V1

�
:

The stability of the inhomogeneous state corresponds to aminimumof the free energy in terms of the concentration and the volume

of the first phase. Therefore we differentiate the free energy with respect to c1 and V1 and equate these to zero, which yields

vc1F = 00f 0ðc1Þ � f 0ðc2Þ = 0; (S1)
vV1
F = 00fðc1Þ � fðc2Þ+ f 0ðc2Þ,½c2 � c1� = 0: (S2)
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Being in the thermodynamic limit, we have been entitled up to now to ignore surface effects. On the contrary, these play amajor role

in the regime of droplets, where the free energy portrays an additional term (+Ag, with A being the area of the interface and g the

surface tension). Therefore, in the case of a spherical droplet, the free energy takes the form:

F = VdfðcinÞ+ ðV � VdÞfðcoutÞ+ 4pR2g;
where V = ð4p =3ÞR3 is the volume of a spherical droplet of radiu
d s R, cin=out are the internal/external concentrations and V is the total

volume of the system. With similar reasoning as before, we differentiate with respect to cin and Vd, which results in

0 = f 0ðceq
in Þ � f 0ðceq

outÞ;
0 = fðceq
in Þ � fðceq

outÞ+ ðceq
out � ceq

in Þf 0ðceq
outÞ+

2g

R
;

where ceq are the internal/external equilibrium concentrations.
in=out We see that the last term (known as the Laplace pressure) is negli-

gible in the thermodynamic limit, in which case we retrieve Equations S1 and S2. At this point we could write the equilibrium concen-

trations as a first order correction of the correspondent concentration in the thermodynamic limit (c
ð0Þ
in=out), such that ceqin=out = c

ð0Þ
in +

dcin=out. In this way we derive the following expressions:

ceq
out = c

ð0Þ
out,

�
1 +

lg
R

�
; (S3)
ceq
in zc

ð0Þ
in ; (S4)
with l defined as the capillary length and the latter expression h
g olding since we consider the case c
ð0Þ
in [ c

ð0Þ
out.

We now seek to find an expression for the concentration c of molecules at some distance r from a single droplet of radius R

embedded in an infinite medium, knowing that the concentration far away from the droplet is fixed to cN. Given the symmetry of

the system, c will only be a function of r. We further assume that the droplet radius varies slowly such that it can be considered con-

stant on the timescale of the diffusing molecules. The concentration gradient then causes a net diffusive flux density through a spher-

ical shell of radius r given by jðrÞ = � D v
vr cðrÞ with D being the diffusion coefficient. Given that the number of molecules is fixed, the

total flux across shell surfaces of radius r must be constant, and given by

J = � 4pDr2
v

vr
cðrÞ = const:

This equation has solution cðrÞ = k1 + k2=R, with constants k1;2 given by the boundary conditions at R and N ( cðRÞ = ceqout as

defined in Equation S3 and cðNÞ = cN. Therefore the solution reads

cðrÞ = cN + ðceq
out � cNÞR

r
r >R;

cðrÞ = ceq
in r <R:

The total flux of molecules leaving the droplet is

JR = 4pDR2 v

vr
cðrÞjr = R = � 4pDRðceq

out � cNÞ: (S5)

The variation of the droplet volume is given by ðdVd =dtÞ = JR=c
eq
in , that is

d

dt

�
4p

3
R3

�
= � 1

ceq
in

4pDRðceq
out � cNÞ;
which, rearranged in terms of dR=dt and written in terms of c
ð0Þ

in=out yields

dR

dt
=

Dc
ð0Þ
out

Rc
ð0Þ
in

 
cN

c
ð0Þ
out

� 1 � lg
R

!

This expression can be easily generalized in case of N droplets far apart from each other, so that direct interactions can be

neglected, while droplets only compete for material exchanging it through the common media. This directly yields Equation 1 and

Equation 2 in the main text, where, for simplicity of notation, we have defined c
ð0Þ
in=out as cin=out.
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Simulation of droplet growth and damage repair with the Gillespie algorithm
Let us first consider an initial distribution of proteins ni ci = 1; :::;N , and then, given the assumptions of a constant internal concen-

tration cin (such that Vi = ni=cin), and spherical droplets, each radius Ri is computed accordingly as

Ri =

�
3ni

4pcin

�1=3

:

The concentration far away from each droplet cN is adjusted in order to ensure the mass conservation as

cN =
cVn �

P
ini

Vn � 1
cin

P
ini

:

The flux of proteins in and out of the droplets is given by Equation S5, while at the same time damage can be repaired or re-created.

This gives rise to four possible processes for the i-th droplet, whose rates are

1. Growth of droplet by addition of one protein: r1;i = 4pDðcN � coutÞRi

2. Shrinkage of droplet by removal of one protein: r2;i = 4pDcoutlg
3. One step of damage repair: r3;i = 1=t

4. One step of damage recreation: r4;i = l

Therefore we can include the rates (here denoted mi ˛ ½r1;i;r2;i;r3;i;r4;i�) of all the possible events and calculate the time until the next

event as

Tevent =
�lnðRÞP

mi

; (S6)
whereR is a randomnumber, uniformly distributed between 0 and
 1. Then, in order to findwhich of the possible events take place, we

assign a number to each reaction rate and choose the reaction, m, that satisfies:Pm�1
i = 1miPN
i = 1mi

%R%

Pm
i = 1miPN
i = 1mi

(S7)

After each event we update all the rates, and then repeat the steps. With this algorithm one can therefore simulate the system,

based on single proteins dynamics, in the presence of intrinsic noise. We note that since our equations have been derived in the

quasi-steady state approximation, the direct application of the Gillespie algorithm can lead to inaccurate estimation of the noise

level, in general to an underestimation of stochasticity compared to the full system (Kim et al., 2015). However, this potential

imprecision does not affect the main results, since the stochasticity is mainly responsible for generating a mixed initial state

and the very early growth of the droplets. As soon as the droplets get past this initial phase, the forces are so strong that the

stochasticity only plays a minor role. Having higher noise would result in an earlier dominance of Ostwald ripening, since the fluc-

tuations could in principle drive the system out of the metastable state in which some droplets temporarily co-exist. This would

further enhance the need for an oscillatory mechanism to prevent the effect of Ostwald ripening.

Transition from diffusion to Ostwald ripening
Material flux from far away toward the droplets surface ceases when the gradient of concentration is null, that is when cNz cout.

Considering the same initial radius Riz0 ci one can assume that all droplets roughly reach the same size at that point, so thatPN
i = 1

Vi = N,Vi. In this case Equation 2 takes the form

cV = cinN,Vi + coutV � coutN,Vi:
Isolating for Vi and considering that cin [ cout directly yields Equation 6.
Ostwald Ripening timescale of coarsening
By considering the definition of the critical radius

Rc =
cout

cN � cout

lg;
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it is possible to express Equation 1 as
ðdR =dtÞ = �Dlg �R2Rc

�ðcout = cinÞðR � RcÞ:
Moreover, considering that Rc changes much more slowly than R

dR

dt
z

dðR � RcÞ
dt

=
1

TOR

ðR � RcÞ;
with TOR being the timescale of coarsening as defined in Equatio
n 7.

Visualizing p53 dynamics in polar coordinates
The p53 andMdm2 levels are first centered around their mean values such that x = p53� Cp53D and y = Mdm2� CMdm2D, which are

then transformed in polar coordinates ðr; qÞ as r =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 + y2

p
and q = arctanðy =xÞ. The angular space is then divided in 50 sections,

within each of whom the mean and SD of the trajectories are calculated.

On non-linear p53 stimulation and the dependency of waveforms
In the paper we have investigated how the oscillations in p53 concentration affected the repair foci, generally assuming, for simplicity, a

sinusoidal p53 signal and a linear relationwith the dropletmaterial concentration. In the following,wewould first like to compare different

types of waveforms on the resulting repair of damage. Secondly, we investigate the effect of non-linear relations between p53 and

downstreamdroplet proteins, whichwould be a fair assumption if themain role of p53were in the transcriptional-dependent processes.

To test the dependency of other waveforms on the Ostwald ripening, we considered three very distinct waveforms: sinusoidal,

square and triangular waves. Keeping the frequency and amplitude fixed, we measured the repair efficiency for each of the wave-

forms (Figure S1A). Here we find that they all have a frequency dependency that enhances the repair efficiency and that this is

very similar for the triangular and sinusoidal waveform, but covers a larger range of frequencies for the square wave. This is explained

by the fact that the square wave will spend longer time at the maximal concentration level, that allows more droplets to co-exist and

thereby enhancing the overall efficiency of repair.

Secondly, from a mathematical point of view, the dynamics of downstream proteins (denoted by L) leading to the liquid-liquid

phase separation, would be given by

_L = fðpÞ � dL;
where we have assumed that L is spontaneously degraded at a ra
te d, and that it is produced as a function of p53 (denoted by p). In

the regime of biochemical functions, where we assume that p53 is not a repressor but an activator, we would demand that: 1) p is

positive (since it is a concentration) 2) f(p) is monotonically increasing (since it is an activator by definition). These two constraints

allow us to distinguish four different cases for f(p):

f 00ðpÞ = 00fðpÞ = cp
00
f ðpÞ > 00fðpÞ = cp2
f 00ðpÞ < 00fðpÞ = p

c+p



f 00ðpÞ > 0 for p< c

< 0 for p> c
0fðpÞ =

ph

ch +ph

Here c is a positive parameter and h is the integer of a Hill function. For oscillatory levels of p53, we simulated the concentration of

the protein L, which turned out to be itself oscillatory in each case, even though the shape of the waveforms may vary (Figure S1B).

The only casewhere oscillations are completely absent is when f
�
pÞ = p

e+p, where ε� 1. However, this is a very special case, andwe

would argue that it is more likely that downstream targets generally possess an oscillatory output. This means that for the majority of

cases, oscillations in p53 would also lead to oscillations in the downstream targets.

QUANTIFICATION AND STATISTICAL ANALYSIS

To compare the experimentally found distributions we applied the Mann–Whitney–Wilcoxon two-sided test in Figures 5B–5E. To

compare the similarities of the distributions we applied the two sided KS test (Figure 5F). To compare the fully repaired cells, we

used the Student’s t test to compare the two numbers, assuming Poisson counting statistics in the single bin (Figure 5G).
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Supplemental figures

Figure S1. Effect of different p53 waveforms and non-linear relationship between p53 and droplet proteins concentration, related to STAR

Methods

(A) Amount of damage left as a function of p53 frequency for three different p53 waveforms (sinusoidal, squared, triangular). (B) Oscillatory dynamics of p53

(below) and resulting average concentration of proteins, following 4 different types of stimulation.
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Figure S2. Effect of varying the parameters lg, D, cin, and cout on the timescale of coarsening, related to Figure 3

(A) Foci radius traces for increasing values of lg. The main effect is a shortening of the timescale of coarsening. (B) Same as (A), but for increasing values of D. The

main effects are that the timescale of coarsening gets shorter and the optimal range gets wider. (C) Same as (A), but for increasing values of cin. The main effect is

that the resulting droplets are smaller, since the internal concentration is higher with the same average material. (D) Same as (A), but for increasing values of cout .

For cout < �c (left) the droplets are stabilized for long timescales, whereas for cout > �c (right) droplets cannot grow as the environment is undersaturated.
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Figure S3. Different time series for p53 levels obtained by variation of the parameters k2 and k1, related to Figure 4

(A) p53 level traces for increasing values of the degradation rate k2 (with respect to a reference value k02 ); low k2 results in constant high levels for p53, while for

higher k2 a limit cycle with high amplitude oscillations emerges. (B) p53 level traces for increasing values of the production rate k1 (with respect to a reference value

k01 ) show an increase in the amplitude of the oscillations.
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