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Introduction
Research project:

Planning with Youth

Social media data

Machine learning 

Problem: Can we identify and 

what themes of youth activism 

on the topic of climate change 

can be identified from social 

media (twitter)?



Dataset
Dataset description

Data scaping:  Twitter API v2

Searching words:  youth AND climate

Time period:  21/01/2020 –20/01/2021

Number of tweets: 47785 

Size: 14.9 Mb



Data preprocessing
Data cleaning

duplicate texts

Stop words: default and universal words in tweets

Numbers

email 

URL

emoji

Punctuations

Regular expression + spaCy

Raw texts

Cleaned texts



39612 x 300 vectorsTextual data

Data preprocessing
Text vector with



Workflow



t-SNE UMAP (~1 m)

GPU (~10 s) 

CPU (~4 m)

min_cluster_size=200, min_samples = 1

Dimensionality Reduction



Text visualization
Interactive maps 

(UMAP-plot)



n_neighbors = 20

n_neighbors = 40

n_neighbors = 60

n_neighbors = 80

min_dist = 0.01 min_dist = 0.31 min_dist = 0.61 min_dist = 0.91

UMAP
Grid search

1) Hyperparameter 
Optimisation



Clustering algorithms 
HDBSCAN

(min_cluster_size=200, 

min_samples=1)

K-means
（n_clusters=4）

Gaussian Mixture
(n_components=4, n_init=100)



HDBSCAN
Grid search

min_cluster_size=15

min_cluster_size=100

min_cluster_size=200

min_cluster_size=500

min_samples=1 min_samples=10 min_samples=50 min_samples=100

2) Hyperparameter 
Optimisation



HDBSCAN for the largest cluster 
(min_cluster_size=1200, min_samples=1)

Re-Clustering the largest one



The whole dataset

Clustering

The ‘largest’ cluster



Word frequency and Outlier -1

Clustering



Word frequency and Cluster 0: Legal mobilization                                                                             

Clustering



Word frequency and Cluster 1:  leadership up-scaling                                             

Clustering



Word frequency and largest cluster

Clustering



Word frequency and Outlier cluster 2                                                                      

Clustering



Word frequency and Cluster 3: movement events

Clustering



Word frequency and Cluster 4                      

Clustering



PCA + UMAP

PCA before HDBSCAN HDBSCAN Reclustering the largest

70 components



Classification
Oversampling the imbalanced training dataset using SMOTE

cluster labels

number of tweets



Classification
Algorithim: LightGBM

Hyperparameter optimizer: Optuna

Evaluation of classifier: Confusion Matrix



Classification
Classifier performance with unseen texts



• The classifier only partially succeeded in classifying the unseen texts

• The latent themes from twitter are detected and visualised

• However, the classifier is based on the reliability of clustering, whereas changes in 

clustering output happened when rerunning the codes

• Unsupervised learning and the vectorised text as input data limits the ways to 

evaluate the model accuracy

• Could word frequency be the major factor of the resulting clustering here?

Conclusion



Thank you
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Label encode

SMOTE



Codes & descriptions

Appendix

Optuna optimizer



Appendix

Hyperparameter tuning with Optuna

Codes & descriptions
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Training with LightGBM


