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Transcriptional regulation

• Regulatory proteins with DNA binding 
domains

• Usually bind in promoter regions

• Positive or negative regulation of 
proximal genes
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Cis-regulatory logic is complicated! 

Many TFs (human ~1700, yeast ~210)

• Concentrations

• Action (activating/repressing)

• Position specific effect

• Chromatin organization

• TF interactions

Villard J. Transcription regulation and human diseases. Swiss Med Wkly. 2004

drive.google.com/file/d/150eHgy-x3R9ZMBENoDT6zfq4KLgKcmfn/view
There is also trans logic!



The dataset

drive.google.com/file/d/150eHgy-x3R9ZMBENoDT6zfq4KLgKcmfn/view

Step 1: Construct random sequence library Step 2: Sort by expression Step 2: Sequence promoters



Data Preprocessing
Onehot encode sequences (5’ to 3’)
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Data Preprocessing
Forward strand (5’ to 3’)

Reverse complement (5’ to 3’)

https://www.scientific.org/tutorials/articles/riley/riley.html



Data Preprocessing
Distribution of expressions



Data Pipeline
large dataset and TPU training

TFRecord

• Saving data in 68 files (100k seqs per file) for parallel read/write

• Sequences as binary BytesList, Expression values as FloatList

• Define how to read from them using a streaming approach

GCS + TPU

• Write files to GCS for TPU acces

• Authenticaiton of TPU runtime

• Different batch size systems on TPU



Model architecture
Model designed with 4 major parts:

Optimizer - Adam;

Learning_rate – 0.001;

Dropout_rate – 0.3;

Number of heads – 8;

Filters (Conv1D) – 128;

Filters (Conv2D) – 256;

Number of residual layers – 5;

Number of attention layers – 5;

Kernel size – 7;

Loss function – MSE;

Input layer

Convolutional
block

Transformer 
block

LSTM block

Dense layers
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Multi-resolution
features

Meaning behind
features

Sequence
learning

Parameters trained: 13,602,217 



Stacked CNN with forward-and reverse-sequences



Transformer with stacked bidirectional LSTM



• Training data: 0.95 of the data to train 
(6402295 sequences)
• Validation and test: 0.025 each (168481 
seq for validation and test)

Evaluation of the method 



• The max R2 on validation data: 0.97518

• The lowest loss on validation data: 
0.0311

Evaluation of the method 



Conclusion and future perspectives

• The model is capable of reaching 0.97518 (R2) on validation and 0.98 on the test data;

• Test the model with independent dataset; 

• Possibility to optimize the model further (hyperparameter tuning);

• Pre-filtering by removing the sequences that are similar in both training and test 
datasets;



Appendix



Custom onehot encode sequences



Save TFRecord to GCS



Reading TFRecord
from GCS



1. We created convolutions of forward and 
reverse sequences using Conv1D.

2. Convolutions with reverse and forward sequences were concatenate and fed to Conv2D.

*Custom build layers



3.  Stack of convolution blocks with residual connections.

4. The output of the stacked CNN was flattened and and embendded, this new input was fed to transformer 
with multi-head attention. 

*Custom build layers



5. Later the output of transformers were passed to the stacked bidirectional LSTM that preserves the 
infromation in a bidirectional fashion. 

6. After LSTM we put additional stack layers to decrease the dimensionality into the linear output. 

7. Optimization for the model was chose Adam
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https://drive.google.com/file/d/150eHgy-x3R9ZMBENoDT6zfq4KLgKcmfn/view

State of the art models


