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Motivation

• >80% of matter we cannot 
see
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Overview



The Data 

COSMOS 2015 Catalogue
• Physical properties and location for 

>500,000 galaxies

• RA, DEC, X, Y, Mass, SFR, Redshift 
and the light in different filters
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MCPM MODEL
13/06/2023 5

Deposits Traces



Applying Machine Learning to Trace (3 Ideas)

• Determining the mass of objects 
from Trace
• Boosted Decision Tree (BDT)
• Neural Network

• Determining the redshift of an 
image from the Trace
• Convoluted Neural Network (CNN)
• Clustering
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Determining the mass of galaxies – Preprocessing data
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• Make data same shape
• Trace format (1400x1364)
• Data format (X, Y, Mass, ..

• Convert coordinates into 
pixels
• In principle some 

information loss

• Average of Nearby Trace (ANT)
• 2DConvolve

• Square kernel 
(Up to 17 x 17)

ANT

Data Trace

The Kernel



Determining the mass of galaxies – Neural Network
- Feature importance
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Data points: 16303
Redshift: 0.001 – 0.2
Bayesian Optimization
Best hyperparameters: {
'batch_size': 24.0,
'learning_rate': 0.00893480474068008, 
'num_epochs': 38.0,
'num_layers': 1,
'num_neurons': 109.0
}



Determining the mass of galaxies – Neural Network
- Results

MSE: 1.198
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Determining the mass of galaxies – Neural Network
- Feature importance now with light
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Data points: 16303
Redshift: 0.001 – 0.2
Bayesian Optimization
Best hyperparameters: {
'batch_size': 24.0,
'learning_rate': 
0.00831077138618366, 'num_epochs': 49.0,
'num_layers': 1,
'num_neurons': 95.0
}



Determining the mass of galaxies – Neural Network
- Results with light

MSE: 0.570
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Determining the mass of galaxies – Boosted Decision Tree
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• Bayesian HP optimization:
• max_depth: 3
• min_samples_leaf: 100
• min_samples_split: 94

SHAP Values



Determining the mass of galaxies – Boosted Decision Tree
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• MSE: 1.047



Can we determine the redshift range we are looking at?

Idea: The structure of the dark matter will look different at higher redshifts
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Determining the redshift range – CNN
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Redshift

0.1 4.22.0 3.0



Determining the redshift range – CNN
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Redshift

0.1 4.22.0 3.0



Determining the redshift range - Clustering
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Determining the redshift range - Clustering
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Determining the redshift range - Clustering



Conclusion & future research
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• Generated a model of Dark Matter

• ML on the model gave no further insight

• A way to verify MCPM-generated model

• Create a 3D model

• More data for CNN



APPENDIX



APPENDIX - Overview
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• Data processing
• Machine Learning Algorithms

• Neural Network
• Boosted Decision Tree
• DBSCAN clustering
• CNN



APPENDIX - Data processing
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The choice of making redshift a small range was made so we kept the image as close to 2D 
as possible

The variable “ANT” (Average of Nearby Trace) was made after we saw that trace was not 
enough information for our ML algorithms. 



APPENDIX – Machine Learning algorithms
Tensorflow Neural Network 

We split the data into two parts. One for training (75%) and the other 25% were for testing.

The NN was optimized using Bayesian Optimization, Grid search was tried but gave worse 
results for hyperparameters.
Data points: 16303
Redshift: 0.001 – 0.2

Best hyperparameters: {
'batch_size': 24.0,
'learning_rate': 0.00893480474068008,
'num_epochs': 38.0,
'num_layers': 1,
'num_neurons': 109.0}

We then got a MSE = 1.198
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APPENDIX – Machine Learning algorithms
Tensorflow Neural Network 

After we saw the result of the NN, we decided to add light as a variable to test if it was our model or the data 
that was bad. Light is a good estimator for mass, because there is a coloration between them called Light-to-
Mass ratio.

The NN was optimized with Bayesian Optimization.

Data points: 16303
Redshift: 0.001 – 0.2

Best hyperparameters: {
'batch_size': 24.0,
'learning_rate': 0.00831077138618366,
'num_epochs': 49.0,
'num_layers': 1,
'num_neurons': 95.0}

We then got a MSE = 0.570
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APPENDIX – Machine Learning algorithms
SKLearn DecisionTreeRegressor
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We split the data into two parts. One for training (75%) and the other 25% were for testing.

The BDT was optimized using Bayesian Optimization.
Values for HPO:
Data points: 26223
Redshift: 0.3 – 0.4
Bayesian Optimization
Best hyperparameters: ([
('max_depth', 3),
('min_samples_leaf', 100),
('min_samples_split', 94)])

We then got a MSE = 1.047



APPENDIX – Machine Learning algorithms
SKLearn DBSCAN clustering

We first used scoring functions Silhouette score and DBCV 
index to tune hyperparameters epsilon and min samples. This 
resulted in only a small part of the data being clustered in very 
few clusters. 
Our goal was to cluster most of the data to get a measure of 
the structure for various redshifts. We therefore created a 
measure of nearest neighbors and used the epsilon where 
most of the data can be clustered. Then we tuned min 
samples.
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Here we chose 
epsilon = 0.03



APPENDIX – Machine Learning algorithms
TensorFlow CNN
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