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Goals for the project

• Clustering of pitch types

• Classifying pitch types

• Predicting the type of pitch

• Predicting the outcome of a pitch

• Create a rating for each individual pitch

• Be able to evaluate pitchers based on their pitches



Baseball

● What is a Pitch?
○ Different ways of throwing the ball
○ Fastball, curveball etc.

Credits: BeyondTheBox

http://www.youtube.com/watch?v=jO6XuBO5GFA


The Data

• MLB pitch-data from Statcast
• 2017-2022 

• 3,987,305 pitches in total

• 93 features to pick from

• Lots of ‘useless’ information

• What is important for the pitch?
• Everything about the ball from 

the point of release

• Converting string values to 

integers



Clustering of different pitch types

• Pitch types are highly individualised
• See some clusters, but what are they? 



Umap clustering for 1 pitcher (Gerrit Cole)

• Finding new pitch type clusters compared to statcast labels using DBSCAN



Umap clustering for 1 pitcher (Aaron Nolan)
• Seems to work for all players
• Can’t distinguish between some pitch types 



Umap cluster for 2 pitchers

• Pitchers have distinct throwing styles even for similar pitches



Umap cluster for 10 pitchers

• Pitchers have distinct throwing styles even for similar pitches
• Some players do throw similarly though!



Classification of pitch types (1 pitcher)

• Easy to classify highly represented 
pitches.

• Similar pitches causes trouble
• Multiclass classification (LGBM)



Classification of pitch types (All pitchers)

• Harder to classify with 
more than one pitcher

• Feature importance 
changes

• General pitch features 
becomes more 
dominant

• Neural network was tried 
with much less success



Overview of Models

● Binary Classification
○ “Handmade” good vs bad outcome

● Multiclass Classification
○ Pick the most important categories of each outcome

● Regression
○ Assign (domain knowledge) weights to each outcome



Binary Classifier

• Able to predict ‘positive’ or 
‘negative outcomes quite well

• Works slightly better when looking 
at just fastballs, but slightly worse 
with only curveballs

• Quite a simple model, misses a 
lot of nuance



Predicting the Outcome of a Pitch

● Classified three possible outcomes
○ Hit into play = 1
○ Strike = 2
○ Ball = 3

● XGboost
○ Initial score: 0.659
○ Optimized score: 0.862



Rating a pitch

• We created a scale to rate each pitch -> [-20,2]

• Train a LightGBM regression model separately 

for each pitch type on seasons 2017-2021

• Apply model to pitches based on the pitch type 

for 2022 pitches

Outcome Score

Ball -1.5

Foul 1

Swinging 
Strike

1.5

Called Strike 2

Hit Into Play 0

Home Run -20

Hit By Pitch -5



LightGBM Regressor Predictions (2022 Season)

● Starting Pitchers vs Relief Pitchers

● Mean score across all pitches thrown 
in the 2022 season

● Applying the regression model to 
pitches in the 2022 season

● Star denotes a player selected as an 
All-Star for the 2022 season

n_pitches > 1500 n_pitches > 250



Evaluation of Regression Predictions

• Generally predicts outcomes fairly well

• MAE: 1.007

• Home run weight affects the error 

measurement

• Error is higher for rarer pitch types 



How Do We Compare to Traditional Metrics?

● Training regressor on 2017-2020, and predicting on 2021

● Find intersection of ERA dataset and our model
○ Rank players

○ Calculate correlation

2021 ERA vs 2022 
ERA 

Our model on 2021 
pitchers vs 2022 ERA 

0.444 0.586



Conclusion

● Classify pitch types, to a good degree

● Classify pitch outcomes
○ Simplified version of rating pitchers

● Pitch types are highly individualised

● This sort of scoring framework has potential!

● Domain knowledge is important



Future ideas
● Predict injuries based on change in pitch score

● Find best pitchers for specific environments eg. low air pressure

● Are early pitches predictive of later pitches?

● Context is probably important! Rating outcomes based on encounters 
between batter and pitcher instead of each individual pitch.

● Develop a more objective scoring scale



Thank you for your attention 



Appendix
Things we tried that didn’t work and all other things we have done. 



Classification of pitches with LGBM (NN did not give any 
useable results for this) 
Features is found by using permutation_importance (sklearn)

• For 1 pitcher features used is:
• ['release_speed', 'fielder_7', 'fielder_6', 'fielder_5']

• For all pitchers features used is:
• ['release_speed', 'release_pos_x', 'release_pos_z', 'batter', 'pitcher',  'description', 

'spin_dir']

Random search was used to find hyperparameters
• For 1 pitcher hyperparameters used is:

• lr=0.237, max_depth=28 and num_leaves=54
• For all pitchers hyperparameters used is:

• lr=0.0217, max_depth=39 and num_leaves=57



Classification of outcomes with XGboost(NN took forever to 
train and produced worse results than XGboost) 

• Created an original model with 19 features
• Initial parameters: booster = 'gbtree', use_label_encoder=False,
•                          n_estimators=15, max_depth = 9, max_leaves = 5, 
•                          max_delta_step = 10
• Used Bayesian Optimization on n_estimators, max_depth, max_leaves
• Final parameters: booster = 'gbtree', use_label_encoder=False,
•                          n_estimators=5, max_depth = 20, max_leaves = 11, 
•                          max_delta_step = 10



Pitch Scoring Regressor Notes

Training Variables Used: 'release_speed', 'zone', 'p_throws', 
'pfx_x', 'pfx_z', 'stand', 'plate_x', 'plate_z', 'vx0', 'vy0', 'vz0', 
'ax', 'ay', 'az', 'effective_speed', 'release_spin_rate', 
'release_extension', 'release_pos_x', 'release_pos_z', 
'release_pos_y', 'spin_axis'

           

Other Relevant Variables: 'description', 'events', 'pitch_type'

Hyperparameters: 'learning_rate': 0.01, 'max_depth': 50, 
'n_estimators': 1000, 'num_leaves': 52

● Only used naive hyperparameter 
tuning, could probably be improved 
through more rigorous methods

● Runtime/memory was starting to 
become an issue

● Scale was developed in collaboration 
with a baseball expert (Charles)



Regressor Feature Importances

● LightGBM In-Built feature 
importances for each 
individual pitch-type model

● Found that the final 
coordinates of the pitch 
were quite often the most 
important variables



Regressor Feature Importances (Cont.)



How is a pitch type classified?

• Defining the most common pitch type (Fastballs)
• “a baseball pitch thrown at full speed and often appearing to rise slightly as it nears the 

plate” - Meriam-webster dictionary

• “a type of pitch that results from a pitcher throwing the baseball as hard and as fast as 

possible” - Wonderopolis



Confusion Matrix - LGBM Multiclassification Model

● Early “Toy Model”, we later 

chose to focus on less categories 

which gave better accuracy. 

Eventually we used a regression model

that captured the same features



Location specific pitches

Our idea was to see if pitches, initially just fastballs 
would be different in different locations. We didn’t 
see much difference for the pitcher having the most 
pitches in “Denver, Colorado”, so we abandoned this 
idea for now.


