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“Statistics is merely a quantisation of common sense - Big Data is a sharpening of it!”



179 methods vs. 121 data sets
“Tree learning comes closest to meeting the requirements for serving as an off-
the-shelf procedure for data mining", because it:
•  is invariant under scaling and various other transformations of feature values,
•  is robust to inclusion of irrelevant features,
•  produces inspectable models.
•  HOWEVER…  they are seldom accurate (i.e. most performant)!

[Trevor Hastie, Professor of Mathematics & Statistics, Stanford University]

In a quite interesting paper, four authors investigated the performance of many 
Machine Learning (ML) methods (179 in total) on a large variety of data sets (121 
in total).

The purpose was to see, if there was any general pattern, and if some type of 
classifiers were more suited for some problems than others.

Their findings were written up in the following paper…
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This is “old news” in ML!



What are the data sets?
The data sets are 
all quite smallish 
(< 150000 entries),
with only 7 / 56
being above 10000
entries!

There are most 
often between 
4-100 input 
parameters.

The standard 
problem is to 
divide into two 
classes.
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Random Forests implementations
Given the succes of the RandomForests algorithm, it has naturally been 
implemented in many languages (the original one being Fortran!!!).

I managed to find it in both Python and R:

Python: scikit-learn package

R: randomForests package
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http://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://cran.r-project.org/web/packages/randomForest/index.html


The results in more detail…
The many good algorithms are ranked according to probability of achieving:
• Maximum Accuracy (PAMA)
• 95% accuracy on all data sets (P95) 

As can be seen, the Random
Forest (parRF_t) is not the most
likely to be the best.
Rather it is the one, which most
often is ranked high.

But this just shows, that there is
no guarantee that parRF_t is the
most powerful method. In fact
far from it.

This is a general problem,
which must be considered…  
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Interestingly, my own experience is, that Random Forests are NOT the most 
powerful, but who am I to say that. This can be tested in the Initial Project!



Ensemble method
Different methods have different advantages, and for that reason the very best 
performance is often obtained by “ensemble methods”.

Here, several different ML methods are used on data, and subsequently their 
results are combined in a new “ensemble” ML algorithm (or by voting!), which 
benefits from all the advantages.

These have lately been the most performant methods (i.e. winning competitions).
However, they are cumbersome (you have to optimise many methods), and 
typically a single method reaches close to the information limit.
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