
Applied Statistics 
Problem Set Solution and Discussion

“Statistics is merely a quantisation of common sense”

Troels C. Petersen (NBI)
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Yes... 

Overall comments



Yes... This problem set was hard
The problem set is hard, and this one was no exception. If anything, on the
contrary.

So if you had a hard time, then there should be no surprise. But the point of 
the problem set is of course also to give problems, so that every student will 
be challenged.

This problem set (also) managed that…

3



Yes... 

4

The solutions



Yes... Problem 1.1
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Yes... Problem 1.2
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Yes... Problem 1.2
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Yes... Problem 1.3
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This was a hard problem for several, who did not plot a histogram.
And even those who did a histogram, did not all see the (minor) peaks, as the 
quality of the histogram was poor (make them large!).

In general, given many measurements, always plot a histogram simply to get an 
idea of the distribution of values (even if you don’t use this afterwards).
We decided to give points for many different attempts…



Yes... Problem 1.3
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The simple good solution for a plot,
is a Log-Log histogram with many
bins and showing errors.
Here, the two largest peaks can also
be (faintly seen).



Yes... Problem 1.3
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There were (fortunately) also 
some very nice solutions…



Yes... Problem 1.3
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The nicest plot of them all was this:

This plot is closing in on “publishing quality”….



Yes... Problem 2.1
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“A complete and utter 
breakdown of the error 
propagation formula”



Yes... Problem 2.2
The weighted mean gives an average of 9.82 ± 0.02 m/s2, but…
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Yes... Problem 2.2
The weighted mean gives an average of 9.82 ± 0.02 m/s2, but a very poor Chi2!
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Yes... Problem 2.2
The only measurement, which is inconsistent, is measurement 2.
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After removing second measurement, everything is consistent and great:



Yes... Problem 3.1
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The generation of exponential numbers and 
thus u-values was done by ~all.

Also, fitting to a Gaussian was done by the 
vast majority. Few did a KS or AD test.

Many functions fits the distribution, which 
is in fact a Gamma distribution (and E time).



Yes... Problem 3.2
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In principle, the problem can be solved with the transformation method, and
the hard inversion can be solved with Labert’s W function…

But that might be slightly beyond the math of most of us!



Yes... Problem 3.2
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Notice, that since there is an EVEN number of entries, the median is not perfectly
well defined. Possibly, one could take the average of the 500th and 501st entry.

If not doing it with a combined transformation 
and accept-reject method, then make a LARGE 
box for the accept-reject method.
Most picked 10 (borderline!) or 20 (OK)… but, 
why not 100? We have fast computers :-)



Yes... Problem 4.1 - inspiration
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Yes... Problem 4.1
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Yes... Problem 4.1
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The confidence interval (CI) can be approximated using the Gaussian 
approximation, which gives almost full points.

To get a precise CI, simulation is the easiest. Since the Poisson is asymmetric 
(especially for λ=8), so is the resulting CI.



Yes... Problem 4.1
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The Fisher’s exact test can actually be used for both 4.1.1, and 4.1.3, but 
especially in the latter case, it is really useful:

Again, the result is VERY clear - the vaccine works!!!

For the severe cases (i.e. low statistics), this test is really useful, as the 
Gaussian approximation is…. well, an approximation:



Yes... Problem 4.1
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The Fisher’s exact test can actually be used for both 4.1.1, and 4.1.3, but 
especially in the latter case, it is really useful:

Again, the result is VERY clear - the vaccine works!!!

For the severe cases (i.e. low statistics), this test is really useful, as the 
Gaussian approximation is…. well, an approximation:

We of course recognise copy-and-paste-errors :-)



Yes... Problem 4.2
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Yes... Problem 4.2
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Yes... Problem 4.2
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Plotting the data is always a good idea, as your eyes are very good at seeing 
patterns in low (< 3) dimensions. Looking, there are clearly patterns.



Yes... Problem 4.2
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Plotting the values, it seems that every second card is higher than the next 
one. How to test if this is more pronounced than in a shuffled deck?

Well, plotting the distribution of differences, one gets a histogram, the 
distribution of which is known for a shuffled deck. From here, it is a KS test!



Yes... Problem 4.2
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The suits can be tested by showing the distribution of the first and last half of 
the deck. As it happens, there are 0 hearts in the first half, which can be tested!



Yes... Problem 4.2
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The suits can be tested by showing the distribution of the first and last half of 
the deck. As it happens, there are 0 hearts in the first half, which can be tested!



Yes... Problem 4.2
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Not all tests yields a result showing 
“unshuffled”. Here, the value of two 
consecutive cards are considered. 
There are 52 such with 170 
possibilities, so most should be zero, 
and only few should be two or more. 
And that is how they are distributed.

More tests…



Yes... Problem 5.1
Plotting is an art, and you should give it a least a little thought.

The below example has nice labels, but a poor choice axis…
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Yes... Problem 5.1
Here is a quick test of different types of axis, and given a power low fit, the
log-log plot is clearly preferable.
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Yes... Problem 5.1
The fit is poor, except if you exclude the years 2003-2010 (oil prices high!):
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Yes... Problem 5.1
Careful with extrapolating models into the future…. don’t use a polynomial! 
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Someone did this case for illustration, 
and it never reaches 1000000 MW!

Thanks for not doing this :-)



Yes... Problem 5.1
Several ways of extrapolation…
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Yes... Problem 5.2
Alas - I put a wrong sign in the scaling of positives given tests. It doesn’t change
the problem, but it would have been nice to be closer to reality!
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Alternative calibration)



Yes... Problem 5.2
Adding a (large) systematic uncertainty makes the fit good:

37



Yes... Problem 5.2
The impact of not knowing the generation time gives an asymmetric error on R.
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Yes... 

39

Your scores



Yes... 
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General distribution

Average(score > 0) = 70.2



Yes... 
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Individual scores


