Applied Statistics

Notes on normalisation in fits
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“Statistics is merely a quantisation of common sense”



Fit-histogram mismatches

You are fitting a function, and after the fit has converged, you (cleverly) decide
that you want to draw the fitted function on top of the histogram with the data.

However, when you plot it, there is a clear mismatch!
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PS. What is not well chosen here?
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Fit-histogram mismatches

You are fitting a function, and after the fit has converged, you (cleverly) decide
that you want to draw the fitted function on top of the histogram with the data.

However, when you plot it, there is a clear mismatch!

Distribution of Gaussian and exponential numbers

501 [] Data, normal histogram

o Ngauss 2001.837 +/- 57.078
—— Chi2 fit model result

. +/- 0.
o] -+ Data, with Poisson errors zggma ggé% +;_ 8382
Nexp 4861.669 +/- 80.689
tau 2.836 +/- 0.054
250 | Chi2 108.219
ndf 95

Prob 0.167

N
(=
o

Frequency / 0.1

=
ul
(=]

100 4

50

Some feature X (some unit)




Fit-histogram mismatches

You are fitting a function, and after the fit has converged, you (cleverly) decide
that you want to draw the fitted function on top of the histogram with the data.

Or, the normalisations do not at all match what you would expect of the data!
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Distribution of Gaussian and exponential numbers
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Fit-histogram mismatches

Three things are usually the source of this:

1. You have not normalised your fitting function to be PDFs.
This is not always a requirement (i.e. if you fit with a Pol3). But when
writing papers (and master theses?), it should be so...

2. You have not included the bin width.
This part is essential, except for the unbinned likelihood fit case.

3. When drawing an unbinned likelihood fit on top of a histogram.
Here, you still need to include the bin width, as the histogram (not
the fit) has this feature.

The bin width needs inclusion since the PDFs are normalised (?), but the
histograms not. Therefore the usual “recipe” is a fitting function as:

ffit(ilf, (9) — Nentries X A(bll’l Wldth) X PDF(CC)



Fit-histogram mismatches

Note how the uncertainties on the normalisations are approximately the
square root of the count, however enlarged by overlaps between PDFs.
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Distribution of Gaussian and exponential numbers
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