
Applied Statistics 
Problem Set Solution and Discussion

“Statistics is merely a quantisation of common sense”

Troels C. Petersen (NBI)
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Yes... 

Overall comments



Yes... The problem set is hard!
The problem set is hard, and this one was no exception. If anything, on the
contrary.

So if you had a hard time, then there should be no surprise. But the point of 
the problem set is of course also to give problems, so that every student will 
be challenged. This problem set (also) managed that…

It closely resembles what to expect for the exam, so you should be well 
prepared by now.
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Yes... 
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The solutions



Yes... Problem 1.1
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1.1.1: This is an integral of the 
Gaussian: 0.175

1.1.2: Error on the mean: 1.83

1.1.3: Through simulation (or 
2D Gaussian integral), one 
obtains the value of 0.090
(Significantly greater than if 
non-correlated).



Yes... Problem 1.2
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1.2.1: The distribution is binomial (N = 20, p = 12/37) and the probability is 30.7%.



Yes... Problem 2.1
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“A complete and utter 
breakdown of the error 
propagation formula”

2.1.1: The uncertainty on z1 is by far 
dominated by y:

2.1.2: For z2, this could look like…

2.1.3: Scatter plot shows quiet “vivid” 
functions (so check error formula!)



Yes... Problem 2.1
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“A complete and utter 
breakdown of the error 
propagation formula”

2.1.1: The uncertainty on z1 is by far 
dominated by y:

2.1.2: For z2, this is…

2.1.3: Scatter plot shows quiet “vivid” 
functions (so check error formula!)



Yes... Problem 2.2

2.2.1: Weighted mean = 5.28 ± 0.06

2.2.2: With P(16.7, 4) = 0.002, no!
    Check ChiSquare contributions:

Rejecting 3rd measurement gives:
    P(8.26, 3) = 0.041… acceptable?

One could also drop uncertainties.

2.2.3: 1-sided test (dep. on 2.2.2) 9



Yes... Problem 2.3

2.3.1: A = 2.39 ± 1.31
    Thus a very large error!

2.3.2: This was harder, but 
the illustration sums it up 
nicely:
The Left and Right limits 
are close compared to their 
(correlated) uncertainty.
Thus, take the difference as 
an error, and add it in 
quadrature with the widths 
shown: C ~ 5.3 ± 1.5

10



Yes... Problem 3.1

11

With 130 min, this corresponds exactly to 1 sigma single-sided, so 16%.
The second problem is most easily solved by simulation, though it can be done 
analytically, using the error function (integral of Gaussian).

130 min



Yes... Problem 3.1

12

∆t ~ 230 ± 2



Yes... Problem 3.2
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3.2.1: In this case, the transformation method works, while accept-reject can do.

3.2.2: This and the next
    problem are standard.
    However, be careful of
    binning vs. fit type!

3.3.3: Repeating the fit
    for many N shows the
    1/sqrt(N) law, though
    only for likelihood fit,
    as 50 entries is too little
    for the ChiSquare!



Yes... Problem 4.1
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4.1.1: Temperature separates best. Remember to control the binning (unlike below).
4.1.2: KS-test (mean, Chi2) gives p-values of 0.0018 (0.0027, 0.0081), so not the same.



Yes... Problem 4.1
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4.1.3: Though not required, most people used the Fisher, and did well.
          The separation comes out to be better than for temperature (my “proof”!).



Yes... Problem 4.1
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4.1.3: Though not required, most people used the Fisher, and did well.
          The separation comes out to be better than for temperature (my “proof”!).



Yes... Problem 4.1
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4.1.3: Though not required, most people used the Fisher, and did well.
          Most people (correctly) estimated the number of sick to be around 60.



Yes... Problem 4.1
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4.1.4: This problem is about Bayes’ Theorem (give-away word: “prior”), and so the
          PDF for temp.
          is needed at
          38.5 degrees.

Even if P(38.5) is
high, P is not really!



Yes... Problem 4.2
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4.2.1:

4.2.2: The simple method is to fit
    distribution with a ChiSquare.

    However, this is only a weak
    test - the KS-test is the right way! 



Yes... Problem 4.2

20

4.2.3: The correlation is high (0.765, 0.804), as is clear from a plot.
4.2.4: There are many fits to be made, giving residuals around 600.



Yes... Problem 5.1

5.1.1: It is clearly the volume that 
contributes the most.

5.1.2: The first fit has 1 parameter.
5.1.3: But it misses the slope!
5.1.4: Floating the 3/2 is one way, 
but there are many.
5.1.5: Small effect, though visible.
5.1.6: Volume is about 0.01-0.02, but 
depending on method! 21
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Yes... 
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Your scores



Yes... 
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General distribution

Average(score > 0) = 70.0

The distribution of points in the Problem Set was 70.0.
Last year, it was 70.2, so “exactly the same”.

Notice, that the grading scale is not fixed, so nothing is “absolute”.


