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Introduction to Bayesian Interpolation
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• How can we find the best possible interpolant?

• 1st level of inference 

• 2nd level of inference

Evidence for Hi



Occam factor

• Occam’s razor: “Among competing hypotheses, the one with 
the fewest assumptions should be selected.”

• The evidence for Hi:
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Interpolation of noisy data

Interpolated function:

Regularizer (prior):
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Evidence for the smoothening parameter α
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Evidence for the basis functions
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Model comparison

 The highest value for the evidence gives the best model
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Conclusion

 The evidence is a ’solely’ data-dependent measure

 Different models can be ranked by their evidences

 The best model is the one that both fits the data well and is 
not too complex
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