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Abstract

We discuss the notorious problem of order selection in hidden Markov models, i.e. of

selecting an adequate number of states, highlighting typical pitfalls and practical challenges

arising when analyzing real data. Extensive simulations are used to demonstrate the rea-

sons that render order selection particularly challenging in practice despite the conceptual

simplicity of the task. In particular, we demonstrate why well-established formal proce-

dures for model selection, such as those based on standard information criteria, tend to favor

models with numbers of states that are undesirably large in situations where states shall be

meaningful entities. We also o↵er a pragmatic step-by-step approach together with compre-

hensive advice for how practitioners can implement order selection. Our proposed strategy

is illustrated with a real-data case study on muskox movement.

Keywords: animal movement, information criteria, selection bias, unsupervised learning

1 INTRODUCTION

Hidden Markov models (HMMs) are flexible time series models for sequences of observations that

are driven by underlying, serially correlated states. Originating from speech recognition, they

have found successful applications in various areas such as robotics, finance, economics and social

science (cf. Chapter 14 of Zucchini et al., 2016). Over the last couple of years, they have also

emerged as an increasingly popular statistical tool for the analysis of ecological time series data,

where they have proven to be natural statistical models for animal movement data (Patterson

et al., 2016), general animal behavior data (DeRuiter et al., 2016), capture-recapture data (Pradel,

2005), and distance sampling subject to availability bias (Borchers et al., 2013), to name but a

few.

In this paper, we discuss order selection in (finite-state) HMMs, i.e. how to select the number

of states of an HMM, focusing on inference based on maximum likelihood (for alternative Bayesian
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Hidden Markov Model
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practical aspects related to order selection. In Section 3, we use simulation studies to demonstrate

how additional states in an HMM can capture neglected structure in the data, leading standard

information criteria to often overestimate the true number of hidden states. In Section 4, we

discuss how to pragmatically choose an adequate number of states, and provide practical advice

and guidance. Section 5 gives a real-data case study with muskox movement data, illustrating

how to implement our pragmatic approach to order selection in HMMs.

2 HIDDEN MARKOV MODEL BASICS

2.1 BASIC FORMULATION OF HMMS

An HMM is a doubly stochastic process in discrete time, the structure of which, in its most basic

form, is displayed in Figure 1. The model assumes the observations, {Xt | t = 1, 2, . . . , T}, to be

driven by an underlying (unobserved) state sequence, {St | t = 1, 2, . . . , T}. In movement ecology,

the states are usually interpreted as proxies of the behavioral states of the animal observed

(Patterson et al., 2016). The state process is usually assumed to be an N -state Markov chain,

such that

Pr(St|St�1, St�2, . . . , S1) = Pr(St|St�1).

Thus, given the present state, future states are independent of past states. Without loss of

generality, throughout the paper we additionally assume the Markov chain to be stationary, unless

explicitly stated otherwise. The state-switching probabilities are summarized in the transition

probability matrix � =
�
�ij

�
, where �ij = Pr(St = j |St�1 = i), i, j = 1, . . . , N .

St�1 0St 0 St+1

Xt�1 0Xt 0 Xt+1

. . . . . . (hidden)

(observed)

Figure 1: Dependence structure of an HMM in its most basic form.

In addition to the Markov property, it is usually assumed that the observations are condition-

ally independent of each other, and of past states, given the current state:

p(Xt|Xt�1, Xt�2, .., X1, St, St�1, ..., S1) = p(Xt|St).

Here p is used as a general symbol to denote either a probability mass function (if Xt is discrete-

valued) or a density function (if Xt is continuous-valued). Thus, the distribution of each observed

variable Xt, t = 1, . . . , T , is completely determined by the current state St. Together with

3



Real world problem
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What is the number of underlying (hidden) states?

Figure 2: Simulated data showing the application of HMM on observations to deconvolute the underlying states
that gives rise to a set of observations

Naturally, more states will make the model a better fit, and to avoid estimating the wrong number
of states, several model quality estimators have been developed (herein the authors mention AIC, BIC,
and ICL), each based around assumptions. On complex real-world data, some estimators tend to overfit,
while others underfit, as some assumptions will always be violated, only that we don’t know which ones
(e.g. AIC and BIC assume that the true distributions can in fact be represented entirely by the model
considered).

Figure 3: Table showing how information criteria are applied in practice. The lowest score means "best fit" in
terms of model. Note that the scores quite often disagree for real-world data, given (hidden) violations of underlying
assumptions.

The authors demonstrate this fact by providing simulation results with various types and numbers of
emission distributions, showing how the model estimators will tend to vary wildly at estimating the most
likely number of states, and often not agree, depending on the data, making it impossible to simply run
the analysis and take the number at face value.

We must therefore strike a balance between the model that best describes the features of the data, while
remaining interpretable to humans (which should be the overarching goal of any scientific study). The
authors of the original papers outline seven di�erent scenarios, such as data with outliers (so that it’s un-
clear which distribution the datapoint belongs to) and temporal dependence of the emission distributions
over the whole observation time.

A Pragmatic solution Through all the di�erent example scenarios outlined in the original paper, the
authors make it clear that a HMM out-of-the-box is by no means the most all-encompasing tool there
is. For many of the scenarios it should, in principle, be possible to add extra parameters to the model to
take the extra assumptions and heterogeneity of the data into account, to more specifically account for the
observations. However, it’s cautioned that heavily parameterized models may actually distract from the

Page 2 / 3



Solution

5

• Use information criteria to select the number of underlying states: 

- Estimate the goodness-of-fit for n underlying states 

- Choose the model which best fits the data

need to be available, which is usually di�cult to realize in the field. In this type of application

of HMMs, the choice of the number of states is not an issue, as the states and their meaning are

predefined.

Third, in an unsupervised context, HMMs are used to learn something about the data-

generating process, without defining the role of the states a priori. Especially in movement

ecology, this is the standard way in which HMMs are applied, with the aim of inferring novel

aspects related to the behavioral process (Morales et al., 2004; Patterson et al., 2009; Langrock

et al., 2012). While practitioners may have some expectations regarding the number of states

also in the unsupervised context, the identification of the true, or at least a suitable number of

states in general still remains a primary aim of empirical studies. Thus, the unsupervised learning

context is where order selection in HMMs constitutes the biggest challenge, so it is this case that

we focus on in the current paper.

2.3 MODEL SELECTION FOR HMMS — THEORY AND PRAC-

TICE

In practical applications of HMMs, users need to at least (i) specify the dependence assumptions

made within the model (typically the Markov property and conditional independence of the

observations, given the states), (ii) decide on the class of distributions used for the state-dependent

process (e.g. normal distributions), and (iii) select the number of states, N . In addition, it may

be necessary to (iv) decide which covariates to include the model.

It is our experience that in most practical applications of HMMs, model selection focuses

on (iii) and, if applicable, (iv), with (i) and (ii) specified with little or no investigation into

the corresponding goodness-of-fit of the resulting models (though there are of course exceptions

to this). For the model selection involved in both (iii) and (iv), when a maximum likelihood

approach is taken, then information criteria such as the AIC or the BIC are typically used.

When using the AIC, the focus lies on out-of-sample predictive accuracy. Given a model fitted

using maximum likelihood, with corresponding estimate ✓̂ for the parameter vector ✓, the AIC

is defined as

AIC = �2 logL(✓̂|x) + 2p,

where L(·|x) is the likelihood function given the observed time series x = (x1, . . . , xT ), and p is

the number of model parameters (see Zucchini et al., 2016, for details on how to evaluate the

likelihood of an HMM). The term logL(✓̂|x) can be regarded as a simple plug-in estimate of the

expected log predictive density (using only the available data to forecast the log likelihood of future

data). The log predictive density is one of many examples of a proper scoring rule for assessing

predictive accuracy (Gneiting and Raftery, 2007), and plays a key role in model selection due

to its connection to the Kullback-Leibler divergence (Burnham and Anderson, 2002). Crucially,

the plug-in estimator is biased due to overfitting: on average, the model fits the given sample

better than an average sample. Under regularity conditions, it can be shown that in the limit (i.e.

asymptotically, as T ! 1), this bias converges to p. For large sample sizes, logL(✓̂|x)� p hence

5

is an approximately unbiased estimator of the expected log predictive density. Akaike (Akaike,

1973) defined the AIC as logL(✓̂|x)�p multiplied by �2, the minimization of which is equivalent

to maximization of logL(✓̂|x)�p. In terms of interpretation, the AIC corresponds to an attempt

to predict future data as accurately as possible.

The BIC is defined as

BIC = �2 logL(✓̂|x) + p log(T ),

and di↵ers from the AIC in its form only through the increased penalty term (for T � 8). However,

it is derived from a Bayesian viewpoint and aims at identifying the model that is most likely to be

true, instead of maximizing prediction accuracy as does the AIC. Under regularity conditions and

for large samples, minimizing the BIC is approximately equivalent to maximizing the posterior

model probability (Schwarz, 1978). Although the BIC was shown to provide consistent estimates

of the number of components in independent mixture models under mild conditions (Kéribin,

2000), for HMMs, consistency of the BIC is not fully established (Celeux and Durand, 2008).

More comprehensive accounts on the theoretical background of both AIC and BIC, and also their

relation to other model selection concepts, are given in Zucchini (2000), Burnham and Anderson

(2002), Gelman et al. (2014) and Hooten and Hobbs (2015).

Similarly as the BIC, the integrated completed likelihood (ICL) criterion proposed by Bier-

nacki et al. (2001) takes into account model evidence, but additionally considers the relevance of

partitions of the data into distinct states, as obtained under the model. The ICL criterion ap-

proximates the integrated complete-data likelihood, i.e. the joint likelihood of the observed values

x = (x1, . . . , xT ) and its associated underlying state sequence s = (s1, . . . , sT ) using a BIC-like

approximation. As the true state sequence is unknown, it is replaced by the Viterbi-decoded state

sequence ŝ, i.e. the most probable state sequence under the model considered. With Lc(·|x, ŝ)
denoting the (approximate) complete-data likelihood, the ICL criterion is defined as

ICL = �2 logLc(✓̂|x, ŝ) + p log(T ).

As in case of the AIC and the BIC, the model is chosen that leads to the smallest value of the

criterion. In the context of HMMs, the simulation studies provided by Celeux and Durand (2008)

indicate that ICL may actually underestimate the number of states of the HMM in certain scenar-

ios. This can be explained by the preference of the ICL criterion for models where the emission

distributions do not strongly overlap. Despite its intuitive appeal in HMM-based clustering tasks,

the ICL has not yet widely been used by practitioners working with HMMs, such that experience

regarding its practical use is limited.

Cross-validated likelihood using a proper scoring rule, as suggested in Celeux and Durand

(2008), constitutes another alternative, data-driven approach to model selection, which focuses

mostly on predictive performance. In the simulation studies provided in Celeux and Durand

(2008), cross-validation does not seem to outperform BIC in its ability to find an adequate number

of states. Additionally, cross-validation methods can become very computationally intensive,

which becomes particularly problematic with the increasingly large telemetry data sets collected

6
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Figure 6: Estimated state-dependent distributions for models with 2–5 states (one row for each
model, gamma step length distributions in the left column, von Mises turning angle distributions
in the middle column), and associated decoded state sequences (right column).

For Step 2 (inspecting the fitted models), Figure 6 displays, for each model, the state-

23

• GPS tracking of a muskox on Greenland


• Hourly GPS coordinates were collected over 3 years


• Ecologists wanted to study behaviour such as “resting”, “feeding” and “moving”

Step length Turning angle GPS coordinates
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no. states no. parameters AIC BIC ICL
2 12 350199.3 350296.7 354829.3
3 21 345285.4 345455.8 351544.5
4 32 343404.9 343664.6 350159.9
5 45 342782.0 343147.2 351247.7

Table 3: AIC, BIC and ICL values obtained for the di↵erent models fitted to the muskox move-
ment data. The models selected by the di↵erent criteria are highlighted in bold face font.

tion experiments (Section 3), this may already cause model selection criteria to point to models

with more states than necessary and biologically sensible. And indeed, the sample ACF of the

residuals obtained in case of the five-state model shows a less strongly marked diel pattern than

the ACF of the residuals for the two-state model, despite both models not explicitly taking this

feature of the data into account.

For Step 4 (considering model selection criteria), Table 3 displays the AIC, BIC and ICL

values for each model fitted. Both AIC and BIC favor the five-state model. In fact, both criteria

are further improved when considering even more states. We tried up to nine states, and from

all models considered the nine-state model was deemed optimal by both AIC and BIC. This

could indicate that there is much more structure in the data than assumed by a basic HMM as

the ones fitted here. Indeed, muskox move in a highly seasonal and dynamic environment (the

Arctic) where environmental conditions can change rapidly over time (e.g. weather patterns) and

space (e.g. heterogeneity in availability of vegetative cover). The movement patterns of muskoxen

could therefore be too complex to capture with a simple three-state HMM with strong dependence

assumptions, though we cannot draw any firm conclusions at this point. Notably, the ICL does

not point to the most complex model being fitted but to the four-state model, which as detailed

above seems largely appropriate.

At this point, there are basically two options, and it depends on the aim of the study which

of the two should be pursued. First, it may be relevant to explicitly account for the diel patterns

exhibited by the muskox within the model, say when investigating the state-switching dynamics

in relation to internal and external drivers (a corresponding application is described, for example,

in Li and Bolker, 2017). In that case, one needs to return to Step 1 and formulate corresponding

candidate models, then proceeding with Steps 2-6. It could also be worthwhile to investigate

if more flexible emission distributions, e.g. mixtures, would substantially improve the fit of the

models with only two or three states. Second, it may be the case that the diel variation and

any minor lack of fit of the emission distributions can be neglected because it does not interfere

with the study aim. For example, the primary interest may lie in identifying the spatial regions

in which an animal is most likely to forage during a specific time window in which diurnal or

environmental variation is low (i.e. high Arctic summer with 24 hours of daylight and abundant

vegetation). In such a case, whether or not the exact correlation structure of the state process is

captured will likely have very little influence on the state decoding, such that it may be preferable

to stick to the simpler models.
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chosen starting values for the parameters were used in order to minimize the chances of missing

the global maximum.
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Figure 6: Estimated state-dependent distributions for models with 2–5 states (one row for each
model, gamma step length distributions in the left column, von Mises turning angle distributions
in the middle column), and associated decoded state sequences (right column).

For Step 2 (inspecting the fitted models), Figure 6 displays, for each model, the state-

23

• 5 states fit the data best


• 2-3 states are more feasible for the study


• Which model should be chosen?

In practice: Studying animal movement



8

A pragmatic solution
• Adding more complexity to the model can make the number of states decrease


• Compromise between best-fit and simplicity of the model


• How many underlying states are sensible? Prior knowledge makes a difference


• Make a conscious decision and be transparent. If two models are equally good, present both.

no. states no. parameters AIC BIC ICL
2 12 350199.3 350296.7 354829.3
3 21 345285.4 345455.8 351544.5
4 32 343404.9 343664.6 350159.9
5 45 342782.0 343147.2 351247.7

Table 3: AIC, BIC and ICL values obtained for the di↵erent models fitted to the muskox move-
ment data. The models selected by the di↵erent criteria are highlighted in bold face font.

tion experiments (Section 3), this may already cause model selection criteria to point to models

with more states than necessary and biologically sensible. And indeed, the sample ACF of the

residuals obtained in case of the five-state model shows a less strongly marked diel pattern than

the ACF of the residuals for the two-state model, despite both models not explicitly taking this

feature of the data into account.

For Step 4 (considering model selection criteria), Table 3 displays the AIC, BIC and ICL

values for each model fitted. Both AIC and BIC favor the five-state model. In fact, both criteria

are further improved when considering even more states. We tried up to nine states, and from

all models considered the nine-state model was deemed optimal by both AIC and BIC. This

could indicate that there is much more structure in the data than assumed by a basic HMM as

the ones fitted here. Indeed, muskox move in a highly seasonal and dynamic environment (the

Arctic) where environmental conditions can change rapidly over time (e.g. weather patterns) and

space (e.g. heterogeneity in availability of vegetative cover). The movement patterns of muskoxen

could therefore be too complex to capture with a simple three-state HMM with strong dependence

assumptions, though we cannot draw any firm conclusions at this point. Notably, the ICL does

not point to the most complex model being fitted but to the four-state model, which as detailed

above seems largely appropriate.

At this point, there are basically two options, and it depends on the aim of the study which

of the two should be pursued. First, it may be relevant to explicitly account for the diel patterns

exhibited by the muskox within the model, say when investigating the state-switching dynamics

in relation to internal and external drivers (a corresponding application is described, for example,

in Li and Bolker, 2017). In that case, one needs to return to Step 1 and formulate corresponding

candidate models, then proceeding with Steps 2-6. It could also be worthwhile to investigate

if more flexible emission distributions, e.g. mixtures, would substantially improve the fit of the

models with only two or three states. Second, it may be the case that the diel variation and

any minor lack of fit of the emission distributions can be neglected because it does not interfere

with the study aim. For example, the primary interest may lie in identifying the spatial regions

in which an animal is most likely to forage during a specific time window in which diurnal or

environmental variation is low (i.e. high Arctic summer with 24 hours of daylight and abundant

vegetation). In such a case, whether or not the exact correlation structure of the state process is

captured will likely have very little influence on the state decoding, such that it may be preferable

to stick to the simpler models.

26



Conclusions

9

• HMM are used to detect hidden states given a time series of observables


• Selecting the “true” number of hidden states is challenging!


• Information criteria can not always be trusted


• Make an informed decision based on prior knowledge. Be transparent.


