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Compound Poisson Distribution

Describes the distribution of x: x = w1 + w2 + ...+ wn

wi are independent of each other and n.

All weights are drawn from the same distribution.

The amount of numbers drawn, n, is Poisson distributed (with
mean λ)

Problem of using the CPD when the underlying distribution of
w is unknown.

These cases usually approximated using a normal distribution

Authors suggest a new approximation using a scaled Poisson
distribution.
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Scaled Poisson Distribution

The SPD is defined with λ̃ = λE(w)2

E(w2)
= µ E(w)

E(w2)
= µ

s with scale

s = E (w2)/E (w)

ñ is taken from a Poisson distribution with mean λ̃.

x̃ = sñ ensuring E (x̃) = E (x) = µ and var(x̃) = var(x) = σ2

Skew and kurtosis of the SPD: γ̃1 = 1/λ̃1/2, γ̃2 = 1/λ̃

The ratio between the SPD and CPD (γ1/γ̃1, γ2/γ̃2) is found
them to be greater than or equal to one.

Both should be better than the normal distribution.
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Monte Carlo Simulation Comparisons

Comparing the CPD, SPD
and normal distribution,
using different weights.

For the table λ = 50.
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Poisson Bootstrap

n observation xi , i = 1, 2, . . . , n

x =
∑

i xi

Produce n Poisson distributed numbers ni with mean 1

xk =
∑

i xi · ni
Parameters and confidence intervals of the distribution can be
estimated by distribution of the xk
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Poisson Bootstrap Application

n observations with
n ∼ P50(n)

xi random uniform
numbers in [0, 1]

xobs = 22.01

Produce one million
bootstrap samples with
ni ∼ P1(n)

Confidence intervals are
estimated by integrals
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n observation xi , i = 1, 2, . . . , n

x =
∑

i xi

Produce n Poisson distributed numbers ni with mean 1

xk =
∑

i xi · ni
Parameters and confidence intervals of distribution can be
estimated
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