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Introduction

• Neural networks provide state-of-the-art results within various fields of
research.

• But, often overparameterization results in an excessive usage of
memory and computations.

• One solution to this issue is pruning.

• The technique presented here merges highly correlated neurons, while
maintaining the accuracy obtained by the network.

• Fun fact: Pruning is naturally occurring in the
brains of (especially) babies.
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Basic introduction to artificial neural networks

f (X ,W ) = 1
1+exp(−(x1w1+x2w2+1·w0))
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Proposed method

NoiseOut:

procedure Train(X,Y):
W←− initialize weights()
for each iteration do:

YN ←− generate random noise()
Y’←− concatenate(Y,YN )
W←− back prob(X,Y’)
while cost(W) ≤ threshold:

A, B←− find most correlated neurons(W,X)
α, β ←− estimate parameters(W,X,A,B)
W’←− remove neurons(W,A)
W’←− adjust weights(W’,B,α,β)
W←− W’

return W

Pruning of a single neuron:

1. For each i ,j ,l calculate ρ
(
h

(l)
i , h

(l)
j

)
2. Find u, v, l = arg max

∣∣∣ρ (
h

(l)
i , h

(l)
j

)∣∣∣
3. Calculate α, β := arg min

(
h

(l)
u − αh

(l)
v − β

)
4. Remove neuron u in layer l
5. For each neuron k in layer l + 1:

- Update the weight w
(l)
v,k

= w
(l)
v,k

+ αw
(l)
u,k

- Update the bias b
(l+1)
k

= b
(l+1)
k

+ βw
(l)
u

Slide 5/8



M. Babaeizadeh
et al., NoiseOut:
A Simple Way to
Prune Neural
Networks, 29th
Conference on

Neural
Information
Processing

Systems (NIPS
2016)

Introduction

Basic introduction
to artificial neural
networks

Proposed method

Encouraging
correlations
between neurons

Experiments

Conclusion

Encouraging correlations between neurons

• Correlations between the
neurons is a key factor
in pruning the network.

• Correlations are
increased by adding
noise outputs.

• Three noise models
have been investigated:
Binomial, Gaussian and
Constant. These models
were tested versus the
non-noise case.

• The results only show
correlation, not model
improvement.
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Conclusion

• Introduction of noise outputs can increase the correlation
between neurons in the hidden layers.

• Pruning according to this scheme can drastically decrease
the number of neurons while maintaining accuracy for highly
performing networks.

• Without decreasing accuracy for the MNIST dataset:
• the number of parameters were decreased by 96% for the

LeNet-300-100 network.
• the number of parameters were decreased by 98% for the

LeNet-5 network.
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