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Transforming the training data
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Analyzing a new image

New (random) image, 
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Distance From Feature Space (DFFS)
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Maximum Likelihood (ML)

Rewriting the gaussian to a Likelihood:
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Maximum Likelihood (ML)
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Results I

Eigenvectors based on ~7,600 “mugshots”

Test images analyzed ~7,000

5 dimension principal subspace for DFFS & ML

• ML detector exhibits best detection vs. false-

alarm trade-off 

• ML detector yields highest detection rate (of 

95%) 

• ML has a false-alarm rate nearly 2 orders of 

magnitudes lower than SSD

~0.25~0.0045
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Example w 8 dim. Principal Subspace
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JPEG reconstruction 
using 5x more data 
than Eigenvector 

reconstruction 
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Summary & what’s next...

 Eigenspace decomposition 

& PCA for dimensional 

reduction
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A Bayesian prior to improve the 

false-alarm rate.

Ω represents different class 

objects (requires new training

data), not only faces. This will

improve/reduce false-positives.

 Estimation of density 

functions of high-

dimensional image space

 Maximum likelihood 

method for object 

detection

What they learned back in 1995 @ MIT: 

What they recommended for further studies: 
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