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Introduction
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Unaltered data
Objective:
• Reduce the dimensionality of a dataset
• Simplify complex datasets and make them more amenable to analysis.
• PCA captures the essential information in the data while removing redundant or noisy

information
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How to do it 1

1. Standardize the data - Autoscaling
2. Compute the covariance matrix
3. Compute the eigenvectors and eigenvalues
4. Select the principal components
5. Create the loading (variables) and scores vector (samples)
6. Cross-validation
7. Project the data onto the principal components
8. Interpreting results
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How to do it 2 - Now with math
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⇒ σ2w = Cw , Eigenvalue problem (3)
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Selecting the relevant principal components

• Selecting components for visualization - ND −→ 2D/3D, in this case: 14D −→ 2D.
• Unless data trends are known beforehand, there may not be a precise way to

determine, what components to take a closer look into.
• Select the components with the greatest variance, as greater variance is a sign of

grouping trends in the data.
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Broken-stick distribution

• One way is to look at components with
variance greater than 1.

• Another way is to look at all
components above the so-called
”broken-stick” distribution:

Figure: The eigenvalues ranging from greatest to
lowest and two acceptance parameters.
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Using cross-validation to select # of components

• When the before-mentioned approaches
seem too ad hoc, other practices can be
used.

• One other is the use of cross-validation
and least-squares.

• Leave out k samples and fit them to
the resulting principal components.

• Compute the sum of squared residues.
• Repeating the process
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Projecting the data along the chosen principal components axes

• The wine samples plotted along the 4
principal component axes with greatest
variance.

• The labels correspond to the region of
origin

• A few conclusions can already be made
from this projection of the data:

• Wine samples from Chile score
exclusively negative values in the
second principal component.

• Argentinian wine samples score
exclusively positive values in the fourth
principal components.

Figure: The wine data plotted along the axes of
the 4 greatest principal components.
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What do the principal components actually mean?
To conclude anything quantitatively from the PCA analysis itself, the features must be
investigated.
• Are the data features themselves well-defined? How certain are the values of the

individual sample features?
• If good, then the weights of the respective features making up a principal component

directly translates the principal component values.
• A principal component could e.g. describe the ratio of methanol and ethanol.
• If very little is known about the features, it is much more difficult.
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Further investigation of data after PCA

• Other Machine Learning practices
• Classification algorithms
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“Prediction is very difficult,
especially if it’s about the future.

Niels Bohr
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