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Bacteria form colonies and secrete extracellular polymeric sub-
stances that surround the individual cells. These spatial structures
are often associated with collaboration and quorum sensing
between the bacteria. Here we investigate the mutual protec-
tion provided by spherical growth of a monoclonal colony during
exposure to phages that proliferate on its surface. As a proof of
concept we exposed growing colonies of Escherichia coli to a vir-
ulent mutant of phage P1. When the colony consists of less than
∼50,000 members it is eliminated, while larger initial colonies
allow long-term survival of both phage-resistant mutants and,
importantly, colonies of mostly phage-sensitive members. A math-
ematical model predicts that colonies formed solely by phage-
sensitive bacteria can survive because the growth of bacteria
throughout the colony exceeds the killing of bacteria on the sur-
face and pinpoints how the critical colony size depends on key
parameters in the phage infection cycle.
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V irulent phages are ubiquitous, yet seemingly at odds with
their own survival. As they kill their susceptible hosts, they

suppress these to low population levels (1–3), creating a frag-
ile and hugely competitive environment for themselves (4–6). By
contrast, temperate phages have the option to lysogenize their
host and thereby preserve their DNA through periods of low host
availability (7, 8). This apparent advantage of temperate over vir-
ulent phages suggests the need for a more fine-grained under-
standing of virulence.

Notably, the virulent phage species present a quite diverse set
of characteristics for their killing. Even under identical condi-
tions, different species have average burst sizes that vary by more
than a factor of 10 and have latency times that vary by a factor
of 4 (9). Some virulent phages such as T3 and T7 are known to
form particularly large plaques (10), while for example T4 forms
rather small plaques due to lysis inhibition (10, 11), reflecting the
variation in the “art of killing” (12).

Here we explore a demographic aspect of virulence, namely
how a virulent phage propagates in a growing bacterial colony.
Our investigation is inspired by visual inspection of the plaque
formed by a virulent phage in Fig. 1. The picture shows a “clear”
plaque, caused by one P1vir phage that was introduced onto a
bacterial lawn consisting of Escherichia coli cells. A nearly clear
region surrounds the initial infection at the center, but one can
also observe increasingly larger faint colonies as one moves away
from this center. Outside the plaque, the agar contains a dense
collection of colonies that have grown to stationary phase with-
out the influence of phages. Bacteria in the periphery of the
plaque encountered phages relatively later, after each bacterial
cell had grown to form a microcolony (13). The origin of the
faint colonies at the plaque periphery has not been fully under-
stood (14).

This paper explores the fate of growing bacterial colonies that
are exposed to phages at various time points during their growth.
A previously proposed scenario (14) discussed that cells in the
center of a large microcolony may enter stationary phase and
become unable to support the production of progeny phages.

Although such a protection mechanism is certainly expected,
recent work showed that the growth of even quite large E. coli
colonies (∼107 cells) mimics the normal exponential growth
of individual E. coli cells in liquid medium (15). This finding
indicates that nutrients diffuse extensively through the colony.
By contrast, phages may well adsorb in large numbers to sus-
ceptible cells on the colony surface and therefore only rarely
reach deeper layers of the colony. Thus, we hypothesize that the
continued growth from the inside of a sufficiently large colony
could overwhelm killing on the colony surface. In combination
with the phage-refractory state of stationary-phase cells, the
result would be long-term survival of phage-sensitive cells inside
the colony.

Here, we first construct a model of growing cells and infect-
ing phages to numerically simulate the phage attack on a grow-
ing microcolony. The simulation suggests a sharp transition
from elimination of the microcolony to its continued growth as
the microcolony size at the time of the first phage encounter
increases. We then show that the model prediction is consistent
with an experiment by infecting E. coli colonies of different sizes
with P1vir and monitoring their fate. Our study demonstrates
that a sufficiently large colony indeed provides a refuge against
P1vir. The refuge counteracts the phages’ ability to control bacte-
rial biomass (6) and thereby allows the bacteria to circumvent the
famous kill-the-winner (16) feature of phage predation in well-
mixed environments.

Results
Model. We simulate microcolony growth by modeling each cell
as a sphere, and each cell grows and divides exponentially with
a minimum doubling time of ∼20 min. The repulsive force
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Fig. 1. Plaque formed by P1vir. Green spheres are microcolonies of E.
coli expressing green fluorescent protein. Note the faint colonies, which
are seen across the plaque although less in its central region. (Scale bar:
300 µm.)

between the cells provides an overall spherical growth of the
microcolony consisting of densely packed bacteria. At a certain
time, we let the surface of a grown microcolony be surrounded by
∼2,700 phages and observe whether the phages kill all the cells
or whether the cells can outgrow the ongoing lysis by the phages.
The simulated microcolonies are rather small, and the explicit
modeling of nutrient gradients inside a microcolony gave only
minor growth rate differences across the colony (SI Appendix,
section 3). Therefore, we here present the results from simu-
lations that assume a constant nutrient level across the micro-
colony. The detailed simulation protocol is described in Meth-
ods and SI Appendix, section 1, with the default parameter values
with dimensions (mostly measured in liquid culture conditions)
in Table S1.

Fig. 2 illustrates model simulations with uninfected bacterial
cells shown as blue spheres. Bacteria infected by phages are
colored from yellow to red, where the ones closest to lysis are
assigned the most reddish color. Each lysis event is modeled by
replacement of the bacterium with 400 point-like phage particles
at the end of the latency period. The progeny phages (not shown
in the image) are allowed to diffuse and infect other bacteria. In
this simulation, we assume that a phage particle adsorbs to a cell
as soon as they overlap, mimicking the diffusion-limited scenario
of adsorption. The phages adsorb equally well to uninfected cells
and those that are already infected by another phage(s). We
later study the effect of a smaller adsorption rate on micro-
colony growth.

In Fig. 2, Upper row, the first attack occurs at 3.25 h of growth,
when the colony has a size of ∼220 members. Fig. 2, Lower
row depicts a phage attack at 3.75 h where the colony size
has reached ∼500 members. The smaller colony is eventually
entirely eliminated, which would leave the fate of the phage par-
ticles to the chance that they reach another colony before they
decay. In contrast, when the phages attack the larger colony,
it survives and grows with phages persisting on the infected
surface. The simulation showed that the distance phages can
penetrate into the microcolony, ∆R, is roughly constant over
time when the microcolony size is above the threshold of killing
(SI Appendix, section 4). For the parameters used in Fig. 2,
phages can infect about two layers of cells. This limited pene-
tration is observed because new phages released by lysed cells
on the surface mostly adsorb to the cells in their immediate
vicinity instead of diffusing deeper into the microcolony. The
result is a high multiplicity of infection of the surface cells (cf.

ref. 17) with the cells closer to bursting located nearer to the
surface (Fig. 2) and preservation of uninfected cells closer to
the center.

Fig. 3 examines the predictions of the model. Fig. 3A shows
the final growth rate of a colony as a function of the time at
which it first encountered the phages. Indeed, the model predicts
a sharp transition from extinction to persistent growth, when the
size of the microcolony has surpassed a lower critical threshold.
It is also apparent that if the first infection occurs sufficiently late
to allow colony survival, the colony will reach a size where the
growth penalty associated with infections at its surface becomes
relatively small. Note that the growth rate is measured while
the nutrient depletion is assumed to be negligible. In reality this
assumption will ultimately break down when the inner part of
the colony becomes increasingly shielded from available nutri-
ents. The lack of nutrients will, however, also prevent or at least
reduce phage proliferation (10, 14). Thus, if the colony is above
the survival threshold, it is predicted to eventually maintain a
large number of living sensitive cells in the center.

Assuming a constant penetration depth ∆R of the phages
into a growing colony allows us to understand the steep size-
dependent transition in microcolony fate. Suppose that a spher-
ical microcolony of radius R(t) at time t consists of an inner
core of exponentially growing uninfected cells with growth rate
of biomass g and an infected surface layer of a constant thick-
ness ∆R. We further assume that infected cells will burst with a
rate 1/τL, with τL being the latency time of the phage burst. This
leads to the equation for the total volume V (t) = 4π

3
R(t)3 to be

dV (t)

dt
=

4

3
π

[
g(R(t)−∆R)3 − 1

τL

[
R(t)3 − (R(t)−∆R)3

]]
,

where the first term in the brackets depicts the growth of
the uninfected cells in the inner core, while the second term
describes the lysis of the outer infected layer. Clearly, the growth
of the total volume dV (t)/dt > 0 requires large enough R(t)
compared with ∆R. The critical threshold Rc for the initial size
R(0) is determined by dV (0)/dt = 0. The solution is given in SI
Appendix, Eq. S7 and fits well with the simulation (Fig. 3B). If
we approximate the solution for a small penetration depth case
(∆R�Rc), we get Rc = 3[1 + (gτL)−1]∆R (derivation in SI
Appendix, section 5), depicting that Rc increases with ∆R and
that a smaller burst rate 1/τL compared with the cell growth rate
g decreases Rc .

Rc depends on the various parameters as demonstrated in Fig.
3 B–D. Rc grows roughly linearly with 1/τL (Fig. 3B), because
the latency time defines the timespan where an infected cell can

Fig. 2. Snapshots of simulations with half of the microcolonies presented.
(Upper row) The case of a relatively early phage attack (infection at 3.25 h),
which results in elimination of the microcolony. (Lower row) The history of a
slightly later attack (infection at 3.75 h), which results in continued growth
of the microcolony.
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Fig. 3. Model predictions. (A) Long-term growth rate of phage-infected
colony as a function of initial exposure time (Ti). The effective growth rate
g was determined by fitting the analytical solution (SI Appendix, Eq. S9) of
the linearized version of the model equation to the simulation time traces
of the radius R(t) (see SI Appendix, section 5 for details). The radius of the
colony at the initial exposure time is shown on the top horizontal axis. (B)
The critical radius Rc as a function of latency time τL for burst sizes of 100
(open blue circles), 400 (red crosses), and 1,000 (open black triangles). The
fit of SI Appendix, Eq. S7 to each data point is shown as a solid line, with the
fitting parameter ∆R = 1.26 µm, 1.40 µm, and 1.53 µm, respectively. (C) Rc

as a function of the phage diffusion constant DP . (D) Rc as a function of the
phage adsorption rate η. D, Inset shows the phage penetration depth ∆R.
The SEM is shown as error bars.

continue to shield the uninfected core by adsorbing additional
phage particles until it undergoes lysis. The burst size affects
∆R and hence Rc , but changing the burst size from 100 to 1,000
increases the critical radius Rc only by about one cell layer with
the given parameter set (Fig. 3B). A larger phage diffusion con-
stant Dp only marginally increases the critical radius (Fig. 3C),
because the phages are hindered from reaching the core cells by
adsorption to the infected surface cells regardless of the magni-
tude of the diffusion constant.

Reducing the adsorption rate η from the diffusion-limited case
causes a substantial increase in the critical radius Rc . To simulate
small η we allowed the phage particles that overlap a cell to be
repelled away and introduced a finite rate γ with which infec-
tion can occur while there is overlap. Reducing γ parameterizes
a reduction of the phage adsorption rate η from the diffusion-
limited value. The reduction of η dramatically increases the crit-
ical radius Rc (Fig. 3D). Note that the values of η shown are
determined in the well-mixed condition (SI Appendix, section 2),
and the actual adsorption events to densely packed hosts cannot
be simply given by η multiplied by the densities of the phage and
bacteria. The reduction of Rc is caused by an increased pene-
tration depth ∆R as phages can diffuse deeper into the colony
core before they adsorb to a cell, demonstrating the importance
of the high multiplicity of infection of cells at the surface for the
protection of the core.

Infection of E. coli Colonies with P1vir. To test the above pre-
dictions in the laboratory, we performed infections of E. coli
microcolonies with a virulent mutant of the phage P1, P1vir

(18). This phage has a fairly long latency time of 60 min for
E. coli growing in rich medium (9), thus facilitating a moder-
ately small value of Rc . As the bacterial host, we used E. coli
strain SP427 (19), which expresses green fluorescent protein
(GFP) constitutively. The GFP expression allowed us to visual-
ize the intact cells in the colonies using fluorescence microscopy.
We grew the host cells embedded in a thin soft-agar layer on
plates containing rich medium, which prevents the cells from
swimming and causes them to form compact, approximately
spherical colonies. We then sprayed phage lysate onto these
plates at different times after incubation, thereby implement-
ing phage attacks on colonies of different sizes (Methods). We
sprayed enough phages that all of the phage-sensitive cells
would have been killed if the same phage-to-cell ratio had been
mixed in a homogeneous liquid culture (details in SI Appendix,
section 9).

Fig. 4 shows images of representative colonies at the time of
addition of phage P1vir and at 16 h of incubation after phage
addition. Fig. 4, Left shows the dark-field images, whereas Fig.
4, Right shows the green fluorescence images, which visualize
intact bacteria that contain GFP. The panel “5h” displays the
rather small colony size that was typically obtained after 5 h of
incubation. The “5h+16h” panel (Fig. 4, Top) shows the typi-
cal final colony after an additional 16 h of incubation without
exposure to phage. In this case, the colony is not only large

Fig. 4. Images of typical colonies before and after exposure to phages.
The dark-field image and the corresponding green fluorescence image of
the same colony are shown side by side. The green fluorescence images
in the final colonies with phage exposure at 5 h and at 7 h spray time
were collected at the same light source strength and with the same expo-
sure time and are shown in the same magnification to allow direct compar-
ison. Images of colonies that experienced different phage exposure times
but identical total incubation times are shown in SI Appendix, Figs. S9
and S10.
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Fig. 5. P1vir infection of E. coli microcolonies. (A) Growth in colony radius
over time in the absence of phages. The solid line marks an exponential fit
with a doubling time of 31 min. The dashed line is a linear fit to growth in
colony radius on longer timescales. The crossover point is ∼10 h. The radius
was estimated from the colony image from the area A as

√
A/π. (B) Final

colony size as a function of the incubation time before phage exposure. The
solid red symbols show the estimates from dark-field images whereas the
open green symbols show the radius estimated from the green fluorescence
images. The triangles between 200 µm and 400 µm show the final radius of
colonies in the absence of phages, while the circles show the final radius
of colonies exposed to phages. The SEM is shown as error bars. (C) Number
of visible colonies on plates sprayed with phages relative to the mean num-
ber of colonies on control plates without phages. The control plates had
76±4 visible colonies per plate. The horizontal axis shows the microcolony
growth time before the exposure to phages.

but also dense and homogeneously fluorescent. In contrast, the
“5h+16h phage” panel (Fig. 4, Upper Middle) shows a typical
final colony when the plate has been sprayed with phage lysate
after 5 h of growth and then incubated 16 h after that. One sees
that the colony has grown bigger after incubation in the presence
of phages, but it exhibits only faint fluorescence, indicating that
most of the colony shown in the dark-field image consisted of
dead remnants of bacteria.

The typical colony obtained after 7 h undisturbed growth is
shown in the “7h” panel in Fig. 4, Bottom, and is visibly larger
than the typical colony after 5 h of incubation, reflecting the
additional four doublings of biomass. The panel “7h+16h phage”
shows the final size of this colony after it was exposed to phages
and then incubated for 16 more hours. Although it is visibly
smaller than the undisturbed colony in the “7h+16h” panel, one
observes a fluorescent region in the middle, suggesting a substan-
tial amount of surviving bacteria.

Using microscopy images, we measured the growth of colonies
that had not been exposed to phages and show that the radius
grows exponentially (Fig. 5A). This growth is consistent with a
doubling time of 30 min for about 9 h until a size of 2× 106 bac-
teria if we assume a spherical colony of dense cells with volumes
of 1 µm3. After about 10 h, the growth rate is reduced substan-
tially and colony size eventually stabilizes at a level set by the
initially available nutrients and the number of colonies per plate
sharing those nutrients. Fig. 5B shows how this final colony size
varies moderately between experiments without phage exposure
(triangles). The final radius of 400 µm implies that our condi-
tions allow colonies to reach ∼ 2× 108 bacteria. Because slow-
growing bacteria are smaller than rapidly growing bacteria (20),
we cannot accurately deduce the actual number of bacteria in
these colonies.

Predictably, exposure to phages alters the colonies dramati-
cally. Fig. 5B (circles) shows the final size of colonies that were
exposed to phages. In the dark-field recording we see a mod-
erate change in the radius of final colonies from about 90 µm
to about 180 µm as the phage exposure time is delayed. The
corresponding change in size of the GFP-expressing part of the
colony increases more dramatically from 20 µm to about 100 µm.
In all cases, the outer layers of the colony appear dark, indicat-
ing that the surfaces of these colonies consist of bacterial debris
from E. coli that were killed by phages. Fig. 5C quantifies the
number of colonies per plate that are visible with the naked
eye after the final incubation period for different prephage incu-
bation times. The surviving fraction is normalized to the aver-
age number of visible colonies per control plate that were not
exposed to phage. Almost no colonies had grown to visible size
when the phages were introduced earlier than 4 h of incubation.
The absence of surviving colonies was confirmed using fluo-
rescence microscopy with 10× magnification. After this criti-
cal time, visible colonies emerged. When phages were intro-
duced at 4 h, a few small colonies could be detected. When
phages were introduced at 6 h and later, almost 100% of the
initial cells grew to form visible colonies. Thus, this labora-
tory experiment reproduced a steep transition in the number
of surviving colonies that depended on the size of the micro-
colony at the time of phage addition. Two additional repeti-
tions of the experiment confirmed the jump in colony survival
when phages were introduced after 5–6 h of prephage incubation
(SI Appendix, section 6).

An alternative explanation for the microcolony size-dependent
jump in colony survival (Fig. 5C) could be that the jump reflects
the critical colony size at which there is a large probability that
the colony contains one or more mutated cells that have become
phage resistant at the time of phage exposure and therefore can
continue to grow and form a colony despite the killing of all of
the phage-sensitive cells. Phage resistance and our spatial refuge
model are not mutually exclusive but could both contribute to
colony survival. To estimate the frequency of resistant bacteria
in the surviving microcolonies, we picked cells from 50 of the
microcolonies exposed to phages and restreaked them onto fresh
plates to obtain “offspring” colonies formed by individual surviv-
ing cells in the presence of the chelator sodium citrate, which
inactivates free phages and thereby permits colony formation by
both sensitive and resistant cells. Up to 10 randomly picked off-
spring colonies from each original microcolony were then tested
for resistance to P1vir by cross-streaking (see SI Appendix, Table
S2 for complete results).

Table 1, “offspring,” shows that sensitive and resistant cells
were found in approximately equal numbers among the ran-
domly picked offspring colonies arising from microcolonies that
had been sprayed with phage after 4–8 h of prephage incubation.
While these numbers demonstrate the expected strong selec-
tion pressure favoring phage-resistant mutants, which increased
in frequency from 1.2× 10−5 in the starting culture to ∼0.5 in
the surviving colonies, they also demonstrate that many phage-
sensitive cells can survive the attack by P1vir. Importantly, when
the offspring are grouped by the microcolony they originated

Table 1. P1vir resistance test summary

Time, h “Offspring” Original microcolonies

Sensitive Resistant Total All sensitive Mix All resistant Total
4 47 13 60 4 1 1 6
5 22 10 32 4 0 1 5
6 20 50 70 2 0 5 7
7 41 45 86 4 1 4 9
8 51 49 100 5 1 4 10
Total 181 167 348 19 3 15 37
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from (Table 1, original microcolonies), it is clear that no resis-
tant cells were found in about half of the microcolonies from
which we could recover live cells (19/37), suggesting that these
colonies contained typically more than 90% phage-susceptible
cells and therefore could not have survived due to protec-
tion by classical herd immunity. Furthermore, these suscepti-
ble colonies all grew substantially after exposure to phages,
demonstrating that susceptible bacteria can dominate colony
growth during prolonged phage exposure. We note that our
inability to recover live cells from 13/50 of the sampled micro-
colonies does not mean that all cells in those colonies were dead,
since we recovered cells from the soft-agar–embedded colonies
by sampling them with a toothpick rather than extracting whole
colonies.

Discussion
This paper argues for a type of herd immunity associated with
consecutive layers of bacteria that shield each other from infec-
tion. The modeled colonies exposed to phages at various time
points in their growth predicted the existence of a minimal
critical size of microcolony above which the inner growth over-
whelms the killing by phages on the colony surface. We exper-
imentally demonstrated that shielding can take place, by show-
ing that P1vir-sensitive cells often constitute the majority of the
survivors in growing P1vir-infected colonies. Due to a strong
selection pressure for P1vir resistance, at least in the outer lay-
ers of the microcolonies, phage-resistant mutants also accumu-
lated in our experiments. The resistant mutants could protect
phage-sensitive cells by herd immunity if they (i) interfere with
the spread of phages and (ii) constitute a greater fraction of
the microcolony than the herd immunity threshold (21). The
P1vir-resistant mutants we analyzed (SI Appendix, section 8) and
the ones reported in the literature (22) all result in resistance
because they abolish P1vir adsorption, meaning they are “invis-
ible” to P1vir and do not interfere with the spread. Further,
from half of the surviving colonies, 10 of 10 randomly picked
offspring were all phage sensitive, certainly suggesting a below-
threshold resistant fraction. Thus, while phage resistance pre-
dictably occurred in our experiments, it is unlikely to have played
a significant role in the shielding of phage-sensitive cells in these
microcolonies.

Experimentally, the critical microcolony growth time is not as
sharp as in the numerical simulation. This is expected because
the vertical position of the microcolonies varies within the
∼0.4-mm-thick top-agar layer, and the colonies at the bottom
will be exposed to phages later than those nearer the top. We
confirmed the jump of the survival fraction to almost 100% at
around 6 h prephage incubation time in additional experiments
where we varied the soft-agar thickness (SI Appendix, section 6).
The additional time needed for diffusion through the top agar
brings a conservative estimate of the actual critical phage arrival
time to about 6–7 h, resulting in an estimated Rc ≈ 25µm criti-
cal microcolony radius. Image analysis confirmed that each final
colony had grown significantly beyond this size, supporting the
proposed survival scenario. Quantitatively, this Rc value is three
to five times larger than the typical results of the simulation in
Fig. 3. Part of this disagreement could be because we simplified
the cell shape to be a sphere in the simulations, while E. coli is
known to have an elongated rod shape. If the long edge of a cell
is pointed vertically into the microcolony, as is apparently the
norm for other rod-shaped bacteria (23), the burst of such a cell
allows phages to penetrate significantly deeper than in our sce-
nario. Thereby the elongated shape of E. coli increases the pen-
etration depth ∆R and hence increases Rc proportionally.

The fate of a colony may not only depend on whether its
growth can outrival the lysis on the surface. In particular, when
bacteria grow slower, phage infections tend to yield smaller burst
sizes with longer latency times (24, 25) and most phages cease

propagation on stationary-phase cells (26). This means that a
colony which approaches its resource-limited size may survive a
phage attack simply because the phages cannot propagate. In our
study, this effect was not important for the determination of the
critical size, since the threshold for colony survival was at most
7 h, and exponential growth continued past the 9-h mark. Thus,
the surviving colonies had certainly grown after encountering
the phages.

Since our proposed mechanism does not rely on specific
molecular components in either the host or the phage, we believe
our findings will generalize to a broad range of bacterium–phage
pairs, a prediction which should be experimentally tested. Our
model further predicts that protection will be limited in special
cases where the latency time is very short and/or the adsorption
rate is small. A similar effect of adsorption rate was observed for
λ phages infecting bacteria in biofilm (27), indicating the impor-
tance of optimization of adsorption rate for phages to spread in a
spatially structured habitat. Finally, the survival of sensitive cells
after overnight incubation in the presence of phages depends
on the inability of phages to propagate on nongrowing cells.
Therefore, we predict that phages which can continue killing
of stationary-phase cells [e.g., T7 (14)] would not favor colony
survival.

Theoretical models supplemented with experiments on phage–
bacteria culture in liquid media demonstrated (1, 2, 16) that bac-
teria and virulent phages persistently can coexist. They do so
in self-organized critical conditions where only one phage from
each bacterial lysis event persists to infect another susceptible
host. Our present study suggests to view this coexistence differ-
ently when dealing with bacteria growing in a gel or a semisolid,
as for example in soil or even in submillimeter scale in ocean
water (28). Because all new bacteria are generated from bacte-
ria that are already present, the spatial distribution of the host
will be maintained over long time periods. The destiny of released
phages then becomes crucially dependent on the distances to new
colonies of hosts, and the overall survival of a virulent phage may
then rely on “farming” the local colony in a sustainable way.

The observation of bacterial colonies with an active core sur-
rounded by an extended region of likely dead (nonfluorescent)
bacteria suggests yet another possibility that may enhance colony
robustness. As dead bacteria accumulate on the surface of the
colony, phage particles may lose their DNA by injecting it into
these hosts’ remnants. Thus, the debris may cause a sink for
phage DNA at the surface of the colony that further enhances
survival in its core.

In any case, our paper suggests that the evolution of especially
long latency time and high adsorption rate for a virulent phage
may reflect its ability to live in a persistently infectious parasitic
state on a growing bacterial colony. A related persistent infec-
tion pattern is seen in filamentous phages (e.g., M13) that, on
the scale of the individual bacteria, maintains the host alive while
producing phages (29). In contrast, phages with small adsorp-
tion rates and short latency times will more easily exterminate
a colony. One outcome of our colony-focused “microcosmos” is
thus that the “choice” of latency time for a phage is more than
just an optimization between fast generations with few offspring
and longer generations with much larger burst size (30). For lytic
phages, the art of killing (12) has more facets than growth on a
well-mixed host population.

Methods
Numerical Simulation. The motion of the cells and phage is modeled with-
out inertia. The cells are modeled as 3D spheres that repel each other when
they overlap (31). An uninfected cell grows exponentially with a nutrient-
dependent rate and divides into two cells when it reaches a threshold vol-
ume. The median of the cell volume is set to be 1.3 µm3. We assume nutri-
ents are spatially homogeneous and consumed as the cells grow. A phage is
modeled as a point particle that undergoes diffusion. When the phage
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overlaps with a cell, a repulsive force is exerted from the cell. A phage
overlapping with a cell is adsorbed with a rate γ. When a cell is infected
by a phage, it produces phage particles after an average latency time τL

(13). During the latency period, an infected cell can adsorb more phages.
When a lysis occurs, β new phage particles are spawned uniformly around
the cell’s center and the cell is removed. The simulation starts with a sin-
gle cell, which is allowed to establish a colony for the time duration Ti . At
time Ti , phages are spawned uniformly in the simulated volume outside of
the colony. Details are in SI Appendix, section 1. The code is available as
Dataset S1.

Infection of E. coli Microcolonies with P1vir. E. coli strain SP427 (19),
an MC4100 derivative containing a chromosomally encoded PA1/O4/O3::
gfpmut3b gene cassette (32), was grown overnight in LB (33) supplemented
with 50 µg/mL kanamycin. The culture was diluted to ∼400 cfu/mL in ster-
ile MC buffer (50 mM CaCl2, 25 mM MgCl2) and kept at room tempera-
ture. Every hour, 250 µL of the diluted culture was mixed with 2.5 mL R-top
agar (as in ref. 34 but with 5 g/L agar and 50 µg/mL kanamycin), plated on
fresh R agar plates (as R top but with 12 g/L agar), and incubated at 37 ◦C
to allow individual cells to form microcolonies. After a given incubation

time at 37 ◦C, 0.5 mL of P1vir phage lysate (7× 109 pfu/ml) was sprayed
uniformly on the top agar surface, using a perfume bottle with an atom-
izer bulb (35), and the plate was incubated for another 16 h at 37 ◦C. One
control plate without the addition of P1vir was processed along with tripli-
cate phage-spray plates for each time point. The experiment was repeated
three times with similar results. Details of the repeat experiments can be
found in SI Appendix, section 6. Microscopy images were obtained using
a Leica MZ16F fluorescence stereomicroscope and quantification was done
by matlab code developed by the authors. The peripheral 1 cm of each
plate was excluded in the analysis to avoid any effects of heterogeneity in
phage spraying close to the edge. Six additional plates without phage addi-
tion were prepared as the control plates above and used for microscopy
imaging to determine microcolony size from 5–10 h of incubation at
37 ◦C.
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1 Simulation method

1.1 Detailed protocol of the numerical simulation

Cell growth and cell-cell interaction

We constructed a 3-dimensional model of cells and surrounding phage particles. The cell are labeled by an
index i and modeled as spheres with radius ri, a position ~xi, and a state Si. The cell experiences a repulsive

potential Vij from every other cell j of the form Vij(dij) = k̃
2

(
dij−ri−rj
ri+rj

)2

if dij ≤ ri + rj . The harmonic

potential is chosen as it is the simplest repulsive potential and it has been used previously to model cell-cell
interaction [1]. Here ~dij = ~xi − ~xj and dij = ||~dij || is the euclidean distance between the cells. k̃ parametrizes
the repulsion strength. The potential is set to be zero when dij > ri + rj . The motion of cells is computed in

the over-damped limit (mẍ ≈ 0), leading to the equation of motion: ~̇xi = − 1
µ

∑
j 6=i

d
ddij

Vij
~̂
dij , where

~̂
dij is the

unit vector parallel to ~dij and µ is a viscosity parameter. This viscosity and the repulsion strength k̃ can be
absorbed together to a single variable k.

Cell growth follows a Monod growth, ṙi = g(n)
3 ri, where the nutrient-dependent growth rate g(n) = gmax

n
n+K .

The maximal growth rate gmax is taken to be 1
30 min which corresponds to a doubling time of approximately 20

minutes. The Michelis-Menten constant was chosen to be K = n(t = 0)/5.

Nutrient depletion

For simplicity, we only allow uninfected cells to grow and consume nutrients. We further assume that nutrients
diffuse infinitely fast and are not hindered by the presence of the cells. Hence there is no spatial dependency in
the growth rate. We confirmed that the relevant range of colony sizes was small enough that the simulation with
a finite diffusion rate of nutrient with realistic parameters did not deviate noticeably from our infinite diffusion

simulation. The depletion of nutrients takes the form ṅ = − g(n)
V

∑
i δSi,0, where state variable Si = 0 denotes

that the cell i is uninfected by phage, δ is the Kronecker delta function, and V is the volume of the system.

Cell Division

Each cell grows until it reaches the volume 2 µm3 (or Rd = 0.782 µm) where it divides. The choice for Rd is
such that the median cell volume in the simulation is 1.3 µm3. During division, the parent cell p is removed and

two daughter cells are placed close to the center of the parent cell with some randomness x
(j)
i = x

(j)
p + ζ, where

i = (1, 2) refer to the daughter cells, (j) denotes the j’th component of the position ~x and ζ is a uniformly
distributed number in [−Rd

4 , Rd

4 ]. One daughter cell receives the fraction α ∼ 0.5 of the parents volume, while

the other receives the remaining fraction: r1 = rpα
1
3 and r2 = rp(1 − α)

1
3 . Here noise is introduced through

the random number α that is drawn from the Normal distribution with average 0.5 and standard deviation 0.1.
Noise in the cell position and the cell size is introduced to avoid complete synchronization of the cell divisions
as well as an artificially regular packing of the cells [2].

Phages

The phages are treated as individual point particles described with positions ~y. The phages diffuse in the

simulation volume, following the over-damped Langevin equation: ẏ
(j)
k = ~Fk(y

(j)
k (t)) + ξ(t), where y

(j)
k is the

jth-component of the position of the k’th phage; ξ(t) is a noise term with a Gaussian probability distribution:
〈ξ(t)〉 = 0 and 〈ξ(t), ξ(t′)〉 = 2Dpδ(t− t′). There is no phage-phage interaction and when there is no cell-phage

collisions the force term vanishes ~Fk = 0. However, when a phage collides with a cell it is exposed to a repulsive

force described by the interaction potential Vk(dki) = k̃
2

(
dki−ri
ri

)2

if dki ≤ ri, where dki is the euclidean

distance between the k’th phage and the i’th cell with radius ri. Furthermore, we include phage decay at a rate
δ. The simulation was done in a cube of volume V with a reflective boundary conditions for the phages.

Cell-Phage interaction

Collision between phage k and cell i is defined as dki ≤ ri. The infection of the i’th cell by the k’th phage occur
at a rate γ as long as the phage is within the cell radius. When the cell is infected by the phage, the state Si
is set to Si = 1 if the cell was previously in the uninfected state (Si = 0), otherwise the state is unchanged. To
take into account the time delay before cell lysis, we use a ten-step Poisson process [3]. It starts when a cell is
first infected and we increase the cell state Si at a rate 10/τL until the state is Si = 11, where lysis occurs and β
new phages are spawned uniformly around the cell’s center and the cell is removed. We assume τL is inversely
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proportional to the host growth rate g(n) as τL = 1/(rg(n)) to reflect the phage reproduction dependence on
the host metabolism [3].

γ =∞ describes the diffusion limited adsorption of phage. The phage adsorption rate η in Fig. 3D in main
text was adjusted by changing γ, where η for a given γ was measured by simulating adsorption to a single cell
in a limited volume.

Simulation initialization

The simulation starts with a single cell of volume 1.3 µm3, which is allowed to establish a colony for Ti time,

after which the phages are added. At time Ti, the geometric center of the colony is computed x
(j)
gc = 1

N

∑
i x

(j)
i ,

where N is the number of cells at time Ti. The maximal distance of any cell to the geometric center rmax =
max
i
||~xi − ~xgc|| is computed. Then P0 · V phages are spawned uniformly in the simulation space outside the

sphere defined by position ~xgc and radius rmax.

Time Integration

For the presented data here, the model was implemented using the explicit Euler method with a time-step of
∆t = 10−6. The consistency of the integration method were confirmed by checking the results are the same
with different time-step and with different integration methods (the standard fourth-order Runge-Kutta method
and the fifth order Runge-Kutta-Dormand-Prince method were tested for solving the deterministic part of the
equations) at a few selected parameter sets.

1.2 Simulation parameters

Table S1: Summary of the default parameters. These values are used unless otherwise mentioned. The values
are chosen to be applicable for phage P1 parameters when available.
Name Value Units Description Comments / References
∆T 10−6 h Size of the time step
Lbox 65 µm Side length of simulation volume
n0 0.5 1/µm3 Initial concentration of nutrient
gmax 2 1/h Maximal growth rate for the cells Based on liquid culture conditions / [3]
K n0/5 1/µm3 Michaels-Menten constant for Monod growth Based on liquid culture conditions / [3]
Rd 0.782 µm The length scale for division
k 103 µm2/h Parameter for cell-cell interaction potential
P0 0.01 1/µm3 Density of invading phage
γ ∞ 1 1/h Phage infection rate for diffusion limited case

105 to 106 1/h to reduce the phage adsorption rate
β 400 Burst size Based on liquid culture conditions / [4]
δ 0.003 1/h Rate of phage decay Based on liquid culture conditions / [4]
r 0.6 Constant for lysis latency time Based on liquid culture conditions / [4]
DP 4 · 103 µm2/h Diffusion constant for the phage 1/10 of λ phage diffusion constant,

estimate based on the small plaque size /[3]
Dn 4 · 105 µm2/h Diffusion constant for the nutrient Based on liquid culture conditions / [3]

Used in supplement

1.3 Outline of simulation implementation

The algorithm of the simulation is shown as a pseudo-code in Algorithm 1 and goes as follows:

1. Phages infect bacteria

2. Infection stage is updated, and cells marked for bursting

3. Movement is calculated for phages and cells (but not executed)

4. Nutrients are consumed and cells are grown

5. The movement is executed, and phages decay, and cells burst
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Algorithm 1 The update step

1: for all pi do . Loop over all phages in the system
2: if PhageInfection(pi) == 1 then . PhageInfection returns 1 if phage successfully infected

a cell
3: pi is deleted.
4: end if
5: end for
6: for all ci do . Loop over all cells in the system
7: GrowInfection(ci) . GrowInfection drives the infections forward if cell is

infected
8: end for
9: for all ci do . Loop over all cells in the system

10: CellMovement(ci) . Compute the movement of the cell
11: end for
12: for all pi do . Loop over all cells in the system
13: PhageMovement(pi) . Compute the movement of the phage
14: end for
15: n← n− 1

V gmax ·
n

n+K ·
∑
ci
δSi,0 ·∆T . Consume nutrient

16: for all ci do . Loop over all cells in the system
17: if Si == 0 then . Check if cell is uninfected
18: GrowCell(ci) . Grow the cell and divide if radius increases above

threshold
19: end if
20: end for
21: for all ci do . Loop over all cells in the system
22: if Si == 11 then . Check if cell is lysed
23: ci is deleted.
24: else
25: ApplyMovement(ci) . Execute the movement of the cells
26: end if
27: end for
28: for all pi do . Loop over all phages in the system
29: if rand() ≤ δ ·∆T then . Check if phage decays
30: pi is deleted.
31: else
32: ApplyMovement(pi) . Execute the movement of the phages
33: end if
34: end for
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2 Determining the adsorption rate

We determine the adsorption rate η as a function of the infection rate γ, by considering the free space diffusion
of phages. This is achieved by using our simulation framework to measure the time it takes for a phage to
hit and successfully adsorb to a small target. We construct a small spherical target of radius R = 0.677µm
(median cell volume) inside a box of size L3

box = 30 × 30 × 30µm3. We then simulate the adsorption of 10000
phage particles, and measure the distribution of free phages as a function of time for every value of γ used in
the article. Snapshots of the free phage distribution are shown in Fig. S1 for γ = 106 h−1.

Figure S1: Snapshots of the adsorption simulation for γ = 106 h−1 at times T = 0 h, T = 1.5 h and T = 3.0 h.
Each black dot represents a phage and the blue sphere represents the phage target.

The distribution of the number of free phages can be measured against T/L3
box (blue points in Fig. S2 (left)).

From this distribution, the adsorption coefficient can be estimated by fitting an exponential A exp(−ηT/L3
box)

to the blue points. The fitting parameter η (µ m3/h) gives the adsorption rate in a well-mixed liquid condition,
where the overall infection rate per unit volume would be given by η multiplied by densities of bacteria and
phages.

Figure S2: Left: The distribution of free phages as a function of T/L3
box (blue points) and fit of A exp(−ηT/L3

box)
(red line). The corresponding adsorption coefficient is η = (3.41± 0.7)µm3/h. Right: The fit-values of η as a
function of γ.

This process is repeated for every value of γ, which allows us to map the relationship between the parameters
γ and η. The realized relation is shown in Fig. S2 (right).

3 Comparison with explicit modeling of nutrient diffusion and local
consumption in microcolony growth

We investigate the accuracy of using the meanfield approximation for nutrient depletion:

ṅ = −g(n)

V

∑
i

δSi,0, (S1)

and compare it to the complete field computation. For the complete field computation, we construct a cubic
grid for the space: xi = i∆grid, yj = j∆grid and zk = k∆grid, and divide the time into the discrete points:
tl = l∆T . For this grid, we define the density of susceptible cells S(i, j, k, tl), by assigning each cell to the
closest grid point. The complete field computation has the continuous form:

ṅ = −g(n(~x, t)) · S(~x, t) +Dn∇2n(~x, t). (S2)
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In our discretized scheme the field equation becomes:

nl+1
i,j,k − nli,j,k

∆T
= −g(nli,j,k) · Sli,j,k +Dn

~̂Lnli,j,k, (S3)

Where the Laplace-operator ~̂L computes the diffusion on the grid. Using the central difference the explicit
computation becomes:

Dn
~̂Lnli,j,k =

Dn

∆2
grid

(nli−1,j,k + nli+1,j,k + nli,j−1,k + nli,j+1,k + nli,j,k−1 + nli,j,k+1 − 6nli,j,k). (S4)

We test the difference between the full field computation and the meanfield computation using the parameters
listed in table S1 with two exceptions: Lbox = 50 µm and n0 = 0.1 µm−3. We observe only minute differences

Figure S3: Difference between the full field computation (blue) and the meanfield approximation (red). Because
the two curves overlap, the blue curve cannot be visualized in the figure. Left. The volume of the colony as a
function of time. Right. The density of nutrients in the simulation.

between the methods on this scale, but we expect the impact to increase as the total colony volume increases.

4 Measuring the penetration depth from simulations

From the simulations, we observe that the phages can only penetrate the bacterial colony up to a certain depth.
This happens because the phages tend to adsorb to the cells close to the surface, which are typically already
infected by other phages and get super-infected while they are undergoing latency time before the next phage
burst. As a result, the system self-organize to have the cells close to the burst at the surface and the cells
in early stage of infection closer towards the core, as seen in Fig. 2 in the main text. By developing a metric
to measure this penetration depth, we can observe how the phage parameters influence the phages’ ability to
invade the colony.

We have operationally measured this penetration depth by first determining the geometric center of the
colony ~xgc(t) = 1

N

∑N
i=1 ~xi(t), where N is the total number of cells in the colony. Next we measure the distance

di,gc(t) from every infected cell to the geometric center as di,gc(t) = ‖~xi(t)− ~xgc(t)‖. The penetration depth
∆R(t) is then taken as twice the standard deviation of the distribution of di,gc(t) at time t.

In Fig. S4, we show a typical example of the penetration depth as a function of time. We notice that the
penetration depth initially increases but after approximately 2 hours it stops increasing and reaches a steady
state.

In order to plot ∆R for each parameter set in Fig. 3D inset, we converted these time-series into a single
measure by cropping the first two hours of each time-series, and taking the mean and standard deviation of the
remaining data as the penetration depth and uncertainty, respectively. Since we took an ensemble average of
three runs for every parameter set, we took the weighted average over the ensemble and use the standard error
of the mean as the error bar in the plot.

6



Figure S4: Example of the penetration depth as a function of time. The red section indicates the data used for
the steady state measurement. See text for details.

5 Modeling colony growth under phage attack

5.1 Model equation and solution

We model the bacterial microcolony as a solid sphere consisting of an inner core of susceptible cells and a thick
outer shell of depth ∆R of infected cells. The model system is illustrated in Fig. S5.

̀R

Figure S5: The model system: The cell colony is considered a solid sphere, where the susceptible cells are
located in the core (blue), and the infected cells are located as a thick shell (orange) of depth ∆R around the
core.

The dynamics of the microcolony can be described by the volume of the core VO and of the shell V∆R.

dV

dt
=

dVO
dt

+
dV∆R

dt

The cells are assumed to be in the exponential growth phase and thus the core of uninfected bacteria grows at
a rate g and the infected shell is diminished at a rate rg = 1/τL with τL being the latency time of phage burst.

dV

dt
= gVO − rgV∆R

This expression can be rewritten in terms of the colony radius R.

dR

dt
=
g

3

[
(r + 1)

(R−∆R)3

R2
− rR

]
(S5)

This equation allows for stable solutions as long as the growth term is larger than the decay term. There is as
such a critical radius RC , where the derivative is zero:

(r + 1)(RC −∆R)3 − rR3
C = 0 (S6)
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The solution of this equation linearized with ∆R is presented in the main text eq. (2). The full solution of
eq. (S6) is given by:

RC = ∆R
(
r

1
3 (r + 1)

2
3 + r

2
3 (r + 1)

1
3 + r + 1

)
. (S7)

Other than predicting the threshold value of the colony size, (S5) can also be solved by using a few approxi-
mations, and then be compared to the volumetric growth curves of the colonies. We expand the first term in
eq. (S5) in terms of ∆R/R:

(R−∆R)
3

R2
= R

(
1− 3

∆R

R
+

3∆R2

R2
− ∆R3

R3

)
and consider solutions of order ∆R/R, where the equations simplify to:

dR

dt
=
g

3
[(r + 1) (R− 3∆R)− rR] (S8)

The differential equation is a simple first order linear differential equation and can be solved:

R(t) = R0 · exp

(
gt

3

)
+ 3∆R · (r + 1) (S9)

With R0 as an integration constant, where the radius at time zero is given from eq. (S9) by R(0) = R0 + 3∆R ·
(r + 1). By going only to order ∆R, we can additionally derive a simplified expression of the critical radius as
a function of r and g. As before we set the derivative to zero of eq. (S8) to obtain:

(r + 1) (RC − 3∆R)− rRC = 0.

Which leads to the solution:
RC = 3(1 + r)∆R.

5.2 Growth rate fitting

Figure S6: Example of time traces of the colony volume. The blue line is a time-trace from a colony which
was just below the survival threshold when the phage attack began. Since the colony is exterminated, a growth
rate of zero is assigned. The red line is an example of colony which was just above the survival threshold. The
growth rate is determined by fitting of eq. (S9) (black line)

From simulation time-traces, the growth-rate of the colony is fitted to eq. (S9), with R0 and g being the
fitting parameters (Fig. S6 red). When colonies are completely eradicated they are assigned a growth rate of 0
(Fig. S6 blue).

8



6 Summary of experiments with phage infection of microcolonies at
different soft-agar depths

In this section, we summarize the result of two additional repeats of the experiment shown in Fig. 5 in the main
text (we call them repeat experiment 1 (exp. 1) and repeat experiment 2 (exp. 2)). The general protocol is
given in the Methods section in the main text, with the exception that 3 ml of top agar per plate was used
instead of 2.5 ml, and that 250 µl of phage lysate was sprayed onto the plates instead of 500 µl. The phage
lysates used in exp. 1 and 2 had concentrations of 4 × 1010 PFU/ml and 3.5 × 1010 PFU/ml, respectively. In
addition, in exp. 1, we only prepared one plate for phage spray and one plate for the no-phage control per time
point, and the control plates were also used for microscope imaging during the first 8 hours, which means that
they were moved from 37◦C to room temperature several times during the incubation time.

In both of the repeat experiments, the colony size development was consistent with exponential growth in
the first 9 hours, with a fitted doubling time of 29 min and 26 min in exp. 1 and exp. 2, respectively (Fig. S7).

The fraction of visible colonies as a function of pre-incubation time before phage spray is shown in Fig. S8.
We see a clear increase in the survival fraction at 6-7 hours, consistent with the result presented in the main
text. One notable difference is that in exp. 2, a small number of surviving colonies were observed at all time
points, even for the plate sprayed with phage at the 0-hour time point. We noticed, however, that the colonies
in the early time-points (especially up to 4 hours) were clustered on one side of the plate, and that the top-agar
layer in some cases was noticably thicker on that side of the plate. This suggests that the thicker layer of
top-agar provided protection by substantially delaying phage arrival. Therefore, in future experiments, we used
the thinnest top agar layer possible (2.5 ml per plate), and care was taken to obtain a homogeneous layer of
top agar across the plate.

Finally, Fig. S9 shows the estimate of the radius of final colonies, with and without exposure to phage. The
substantial reduction in size as a consequence of phage exposure is seen in both repeat experiments. In exp.
1, the smaller radius from the fluorescence images than from the dark-field images of phage-exposed colonies
is evident, suggesting that the surface layer is dead (not producing GFP). In exp. 2, the difference is less
pronounced, likely due to additional protection by the thicker top agar.

0 5 10 15 20

Time (h)

10
1

10
2

R
a

d
iu

s
 (

µ
m

)

0 5 10 15 20

Time (h)

10
0

10
1

10
2

R
a

d
iu

s
 (

µ
m

)

Figure S7: Growth curves for repeat experiment 1 (left) and repeat experiment 2 (right). The fitted doubling
time is 28.7 ± 1.2 min and 25.5 ± 0.3 min for exp. 1 and 2, respectively.
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Figure S8: Survival fractions from repeat experiment 1 (left) and repeat experiment 2 (right). The average
number of colonies per control plate was 89 ± 4 and 82 ± 4 exp. 1 and 2, respectively.
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Figure S9: Radii of the final colonies from repeat experiment 1 (left) and repeat experiment 2 (right). The circles
show the final colony size in the absence of phage exposure, while the squares show the radii of colonies exposed
to phages. The time at which phages were introduced is given on the horizontal axis. Yellow symbols show the
radii estimated from dark-field images, while green symbols show the radii estimated from green fluorescence
images.

7 Summary of experiments with phage infection of microcolonies
with same total growth time

In the experiment shown in Fig. 5, all colonies were incubated for an additional 16 hours following the addition
of phages to ensure that the time span allotted for the phages to attack the colonies was uniform across all
the plates. As a result, the total incubation time was greater for plates where phages were applied at later
time points than for those exposed to phage at early time points. To investigate whether this difference in total
incubation time influenced the result, we performed two experiments in which phages were sprayed onto colonies
that had been grown for 5, 6 or 7 hours prior to phage exposure, and were then incubated again until they had
each reached a total incubation time of 21 hours (set 1) or 23 hours (set 2). We call this repeat experiment 3
(exp. 3). The protocol for exp. 3 was similar to the one described in Methods, with the exception that the
phage lysate titer was ∼ 2× 109 PFU/ml. For each time point in each set, we had one control plate (no phage
added) and one test plate (phage applied at the indicated time point).

Figure S10: Survival fractions from repeat experiment 3. The average number of colonies per control plate
was 19 ± 3. Blue and red data points show the survival fraction of the colonies with 21 or 23 hours of total
incubation time, respectively.

Fig. S10 shows the colony survival fraction as a function of incubation time prior to the addition of phage,
and Figs. S11 and S12 shows images of several representative colonies from plates sprayed with phages at 5h
and 7h, that can be compared to Fig. 4. In conclusion, these experiments confirm that the enhanced survival
of colonies sprayed with phages at later time points (shown in Figs. 4 and 5) is not an effect of the longer total
incubation time they experienced, but rather an effect of the duration of the incubation time (and therefore
colony size) prior to phage addition.
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Figure S11: Images of colonies after exposure to phages. These colonies were incubated for 5 hours (top panel) or
7 hours (bottom panel) before being sprayed with phages. The images were captured after additional incubation
to reach 21 hours total incubation time.
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Figure S12: Images of colonies after exposure to phages. These colonies were incubated for 5 hours (top panel) or
7 hours (bottom panel) before being sprayed with phages. The images were captured after additional incubation
to reach 23 hours total incubation time.
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8 P1vir resistance tests

8.1 Experimental procedures

To determine the level of P1vir resistance among cells in the liquid culture used for seeding the microcolonies,
dilutions of the culture in sterile MC buffer were mixed with P1vir at an average phage input >10, incubated
for 20 min, and plated on LB plates supplemented with 10 mM MgSO4, 5 mM CaCl2 and 50 µg/ml kanamycin.
The frequency of resistant mutants in the culture was calculated as the colony forming units (CFU) per ml of
culture treated with phages relative to the CFU per ml of the untreated culture.

To test individual cells in surviving microcolonies from the experiment shown in Fig. 5 for whether they
were sensitive or resistant to P1vir, 10 individual microcolonies were picked out of the top agar from one plate
for each time point of phage application (4-8 hours) and restreaked on individual tryptone plates [5] containing
10 mM sodium citrate to destabilize the phage particles and thereby permit colony formation by both sensitive
and resistant cells. 37/50 plates contained E. coli colonies after overnight incubation, as shown in Table 1.
From these survivors, up to 10 individual colonies were picked from each plate, and cross-streaked against P1vir

on R plates (supplemented as in Methods). Since cross-streaks can be difficult to interpret with certainty, any
cross-streak where the outcome was unclear was repeated, and, in addition, the outcome of the cross-streak was
confirmed for 36 colonies by infection with P1rev6 [6] following overnight growth of the colony in shaking liquid
culture, and selection for lysogeny on LB plates containing 15 µg/ml chloramphenicol. In every case, the strains
that were deemed P1vir-sensitive by cross-streak yielded large numbers of chloramphenicol-resistant lysogens,
while the strains that were deemed P1vir-resistant by cross-streak yielded no or at most a very small number
of lysogens, consistent with a small subset of cells having reverted to the P1-sensitive phenotype. Finally, we
tested three colonies that were deemed P1vir-resistant by cross-streak for their ability to adsorb and propagate
P1vir in liquid culture. Specifically, we tested the colonies with id’s 5h-3-3, 6h-3-2 and 8h-7-1 from Table S2.
At the beginning of the experiment, P1vir were added to diluted liquid cultures containing 1× 106 CFU/ml to
reach an initial phage-to-cell ratio of 0.02. For the following 5.5 hours, the phage content of the mixture was
sampled by plaque assay using the double agar overlay method. In the case of the P1-sensitive parent strain
SP427, the phage content increased from 3.8 × 104 PFU/ml at the beginning of the experiment to 7.4 × 108

PFU/ml at the last time point. On the contrary, the phage content of the three resistant cultures decreased
slightly from 3.8× 104 ± 3300 PFU/ml to 3.0× 104 ± 8500 PFU/ml in the same time span. We conclude that
the three tested strains are indeed resistant to infection by P1vir, as the phages are unable to propagate on
them. They are also refractory to P1vir adsorption, since the number of free phage particles only decreased
slightly during the 5.5 hours of growth of the bacterial strains.

8.2 Detailed results of the cross-streak experiment

Table S2 summarizes the detailed results of the P1vir resistance test. As described in the main text, we picked
10 colonies from each phage-sprayed plate that had been pre-incubated for at least 4 hours (shown in the
first column), and streaked the colonies on fresh plates containing sodium citrate to inactivate free phage and
thereby permit the growth of both sensitive and resistant cells from the original colony. The 10 colonies from
each plate are numbered in the second column (Parent colony id #). The third column (# colonies tested)
lists the number of ”offspring” colonies formed from each parental colony that were tested for phage resistance.
When the number is less than 10, it means that less than 10 isolated colonies formed on the fresh plate. When
more than 10 colonies grew, we randomly picked 10 for cross-streaking. The fourth column (Resistant), lists
the number of colonies that tested P1vir resistant by cross-streaking, while the fifth column (Susceptible) lists
the number of colonies that were found to be susceptible to P1vir. The sum of the fourth and fifth columns
should equal the number in the third column.
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Table S2: Full results of the P1vir resistance test.

Time Parent colony id # # colonies tested Resistant Susceptible
(When less than 10, equal to
number of recovered colonies)

4h 1 0 - -
2 10 3 7
3 10 0 10
4 10 0 10
5 10 0 10
6 0 - -
7 0 - -
8 0 - -
9 10 10 0
10 10 0 10

5h 1 0 - -
2 1 0 1
3 10 10 0
4 0 - -
5 0 - -
6 0 - -
7 0 - -
8 10 0 10
9 1 0 1
10 10 0 10

6h 1 0 - -
2 10 0 10
3 10 10 0
4 0 - -
5 10 10 0
6 10 0 10
7 10 10 0
8 10 10 0
9 10 10 0
10 0 - -

7h 1 10 10 0
2 6 5 1
3 0 - -
4 10 10 0
5 10 0 10
6 10 0 10
7 10 0 10
8 10 10 0
9 10 10 0
10 10 0 10

8h 1 10 0 10
2 10 0 10
3 10 10 0
4 10 10 0
5 10 10 0
6 10 0 10
7 10 9 1
8 10 0 10
9 10 10 0
10 10 0 10
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9 Effect of the number of phages per bacterium at the time of phage
application

In our experimental protocol, we spray the same number of phages onto microcolonies of different sizes, thus the
initial average phage input per bacterium (API) decreases for larger microcolony sizes. In order to exclude the
possibility that this decrease gives rise to the survival of larger colonies (i.e., protection simply due to a lowered
API without any spatial effect), we estimated whether the number of phages applied to the plates would have
been sufficient to kill all the phage-sensitive cells had they been in a well-mixed liquid environment rather than
a spatially structured environment.

9.1 Host-phage interaction in a well-mixed culture

First, we experimentally measured the change in optical density of bacterial cultures upon exposure to phages
at different initial API’s in a well-mixed culture. Specifically, 4× 105 CFU of E. coli SP427 from an overnight
culture were subcultured into LB medium supplemented with 10 mM MgSO4, 5 mM CaCl2 and 50 µg/ml
kanamycin in each well of a 96-well microtiter plate. Dilutions of P1vir lysate were then added to each well to
give the desired API in a total volume of 150 µl. The microtiter plate was incubated at 37◦C and shaking at
200 rpm in a Fluostar Omega plate reader, and the optical density of the culture at 600 nm was measured every
5 minutes for 12 hours.

Figure S13: Change of OD600 in a well-mixed culture with different initial API’s. The values of initial API are
displayed in the figure. Two individual measurements are displayed for each value of API. Our measurements
of optical density are unreliable at values below 0.01, which explains the large variation in measurements from
cultures with very low optical densities.

Fig. S13 shows that for every API, the density of the bacterial population shows a sudden drop after phage
addition, but the lag time before the drop occurs increases for smaller API’s because the phages need to undergo
addtional rounds of multiplication before they are sufficiently numerous to overtake the cell population. Some
time after the drop, the OD600 increases again and finally plateaues at a similar level as the control cultures
where no phage were added (black lines). The second increase is due to the presence of phage-resistant mutants
which eventually accumulate. The time at which the resistant mutants accumulate varies between duplicate
cultures containing the same initial API, reflecting the stochastic nature of the appearance of resistant mutants
[7]. For every tested API, a significant reduction of the host population was observed within 4 hours. From 1h
to 4h, the OD600 for the no-phage control culture increased about 20-30 fold, corresponding to 4-5 doublings. It
is difficult to evaluate the OD600 in the first 1h, but evaluating from the later growth rate, at most 1-2 doublings
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occurred during that period. This shows that about 6 doubling times after phage encounter gave sufficient time
for the phages to kill the hosts even at the low initial API’s.

9.2 Evaluation of initial API in the microcolony experiments

We now evaluate whether the amount of phages applied to the plates in the spatially structured microcolony
experiment would be enough to eliminate the sensitive hosts had they been in a well-mixed culture. We consider
the time point where phages were applied after 7 hours of incubation, at which time all of the colonies survived
in the experiment shown in Figs. 4 and 5.

The initial API in our experiment is not straightforward to estimate because of the spatial structure, so we
have made two different estimates.

The simplest evaluation of the API is to consider the ratio: (total number of phages sprayed per plate)/(total
number of cells per plate). We sprayed 3.5 × 109 phages per plate, and the plates with 7 hours of incubation
have about 76 colonies of 105 cells per colony. The resulting API∼ 4.6× 102 would certainly be high enough to
almost immediately clear the sensitive host population (compare to Fig. S13 at API 340).

However, in reality, many of the applied phages may not have encountered a colony. To take this into
account, we now assume that the phages are sprayed uniformly across the surface of the plate (∼ 9 cm in
diameter), and we make the very conservative assumption that the colony is only attacked by the phages that
land directly on top of it (so that the cross-section of the colony from the top view determines the number of
phages that hit it, and the phages do not arrive at the colony by diffusion in the horizontal plane). In this case,
the number of phages per colony for the 7h incubation time is estimated to be ∼ 1.5× 103, resulting in a lower
bound on the initial API of ∼ 0.01, which falls within the tested range in Fig. S13 that would have resulted in
killing of the phage-sensitive cells after a lag time of less than 6 doubling times. We know that the 7h colonies
had nutrients left to support more than 6 doublings after phage exposure, because in the experiment shown in
Figs. 4 and 5, the 7h colonies of 30 µm radius had grown to 350 µm in radius in the absence of phages by the
end of the experiment, so the volume had increased more than 1000 fold, meaning that the nutrients available
after 7 hours supported about 10 additional doublings of the population. Thus, there would have been ample
time for the phages to eliminate all the phage-sensitive cells had they been growing in a well-mixed culture.
Therefore, we conclude that the reduction of the initial API at increasing microcolony size is not the main
determinant of the survival threshold.
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