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Abstract

Following the idea of considering three-body decays with final state B — DK in the pur-
suit of the notoriously elusive unitary angle v [APS03, AP03], the initial steps towards its
measurement are presented.

Using a sample of approximately 88 million BB pairs collected with the BABAR detector
at the PEP-II collider, a measurement of the branching fractions B — D*K%¥ and B —
D** KT are presented for the entire Dalitz region:

Br(B® — D*K°rF) = (4.97 4 0.69 (stat.) + 0.55 (syst.)) x 1074,
Br(B® — D**K°rF) = (3.00 £ 0.66 (stat.) + 0.29 (syst.)) x 10~ %,
In both decay modes the dominant resonance is the K**(892) between the neutral kaon and
the charged pion. Measuring the branching fractions of the corresponding resonant two-body
decays yields:
Br(B® — D*K*F) = (4.78 +0.58 (stat.) £ 0.53 (syst.)) x 1074,
Br(B® — D**K*F) = (3.22+0.59 (stat.) 4 0.29 (syst.)) x 10~ %,

From these measurements the resonant fractions are determined to be:

F(BY = DYK*F) = 0.64 +0.08 (stat.) & 0.02 (syst.),
F(B® = D**K*F) = 0.72 £0.13 (stat.), £0.02 (stat.).

Performing a time-dependent C'P asymmetries fit of the resonant decay mode B® — D*K*¥
yields:

C=093+0.18+0.03 = |A\ =0.19+0.25+0.04
S =0.18£0.28 £0.02 AS =0.08 £0.28 £0.02

As the amplitude ratio |A| is consistant with zero, no interference sensitive to 7 can be
established at this point.



Résumé

La mise en oeuvre de la nouvelle méthode [APS03, AP03], reposant sur les canaux a trois
corps dans I'état final B — DK, récemment proposée pour permettre la mesure de 1’élusif
angle v du triangle d’unitarité est présentée.

Mettant & profit un échantillon de 88 million de paires BB collectées avec le détecteur
BABAR situé aupres du collisionneur PEP-II, les mesures des rapports d’embranchement B —
D*K%F et BY - D**KO7F sont réalisées sur la totalité des diagrammes de Dalitz.

Br(B® — D*K°rF) = (4.97 4 0.69 (stat.) + 0.55 (syst.)) x 1074,
Br(B° — D**K°rF) = (3.00 +0.66 (stat.) + 0.29 (syst.)) x 10~ %,
Pour chacun de ces deux modes de désintégration, la contribution dominante se révele étre

celle de la résonnance K**(892) entre le kaon neutre et le pion chargé. Les mesures des
désintégrations quasi deux corps correspondantes donnent:

Br(B® — D*K*F) = (4.78 +0.58 (stat.) £ 0.53 (syst.)) x 1074,
Br(B® — D**K*F) = (3.22+0.59 (stat.) 4 0.29 (syst.)) x 10 %,

Ces valeurs correspondent aux fractions résonantes:

F(BY = DYK*¥) = 0.64 4 0.08 (stat.) + 0.02 (syst.),
F(B® = D**K*F) = 0.72 £0.13 (stat.), £0.02 (stat.).

L’analyse en temps de I’échantillon B — D*K*F conduit & la détermination des parameétres
clefs suivants:

C=093+0.18+0.03 = |A\ =0.19+0.25+0.04
S =0.18£0.28 £0.02 AS =0.08 £0.28 £0.02

Le rapport d’amplitudes |\| étant compatible avec zéro, la statistique disponible ne permet
pas encore d’exploiter les effets d’interférence pour mesurer 'angle .



Il faut de toute nécessité que des actions dissymétriques président pendant la vie
a [’élaboration des vrais principes immédiats naturels dissymétriques. Quelle peut
étre la nature de ces actions dissymétriques? Je pense, quant & moi, qu’elles sont
d’ordre cosmique. L’univers est un ensemble dissymétrique et je suis persuadé que
la vie, telle qu’elle se manifeste a nous, est fonction de la dissymétrie de ['univers
ou des conséquences qu’elle entraine. L’univers est dissymétrique.

It is inescapable that asymmetric forces must be operative during the synthesis
of the first asymmetric natural products. What might these forces be? I, for my
part, think that they are cosmological. The universe is asymmetric, and I am
persuaded that life, as it is known to us, is a direct result of the asymmetry of the
universe or of its indirect consequences. The universe is asymmetric.

[Louis Pasteur, 1822-1895]
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1 Preface

The following thesis concerns itself with B physics and C'P violation at the BABAR experiment.
It is the result of two and a half years work on the subject, including both theoretical and
experimental work. As this thesis rests on many decades of tradition and experience in particle
physics, the reader is assumed to have a basic knowledge of this field. Some knowledge of
B physics is also advisable. An general introduction to particle physics can be found in
textbooks [PS95, HM84], and a thorough treatment of B physics at BABAR in [Har98].

A description of published material, writing customs, conventions of units and the various
subjects treated can be found below.

1.1 About this thesis

Three parts of the thesis were originally written in other contexts, and though included in
rewritten form, they still leave traces. The first two are the theoretical parts on the charged
[APS03] and neutral decays [AP03], which were published in PRD and the proceedings of
the Durham CKM workshop (submitted to Eur. Phys. J), respectively. The third part is
the documentation for the analysis [PS03, PS04] in the final process of internal review, to be
submitted to Phys. Rev. Lett.

1.2 Conventions

In the following, abbreviations will be used extensively as is custom in particle physics. At
first appearance they will be typed out and the abbreviation written afterward in parenthesis.
However, the names of accelerators and experiments will not always be written out, and the
unfamiliar reader will refered to Appendix 15.3, where a list of abbreviations can be found.

The convention ¢ = A = 1 will be used as is customary, which means that all masses and
momenta will be measured in terms of e.g. GeV and not GreV/c2 and GeV /c, respectively.
However, the usual value of ¢ will be retained, when discussing times and distances, which
in turn will most often be expressed in ps and pm, as they are the relevant scales for B
physics. The symbol B? will refer to the Bg meson, and charge conjugate modes are implied
throughout the thesis unless otherwise stated!. Four vectors are written with normal font,
while three vectors are written with an above vector arrow, and matrices are written in bold,
unless indices and/or context suggest otherwise.

1.3 Language

In many respects experiments in particle physics, not the least BABAR, resemble building
the tower of Babel in the sense that many different languages (and cultures) are involved.
However, though many beautiful languages are spoken within the BABAR collaboration, I have
chosen English for this thesis, as it is the scientific standard and by far the most common
language in the collaboration.

Je ne suis pas comme une dame de la cour de Versailles, qui disait: “C’est bien
dommage que l'aventure de la tour de Babel ait produit la confusion des langues;
sans cela tout le monde aurait toujours parlé francais”.

I am not like a lady at the court of Versailles, who said: “What a dreadful pity
that the bother at the tower of Babel should have got languages all mixed up; but
for that, everyone would always have spoken French”.

[Voltaire 1694-1778, In letter to Catherine the Great|

Some but far from all quotations are taken from [Mac91] and [ed.01].

!This means that e.g. B° = D~ #" implicitly includes the conjugate decay B® — D n~
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1.4 Subjects treated

When starting this thesis, the “golden” sin(2£) measurement had already become a standard
analysis, and while analyses involving « had (perhaps for historical reasons) been undertaken
from the beginning of BABAR, measurements of and/or constraints on the notoriously difficult
angle v were still in their infancy.

The prospects at the time were only very few, as the Gronau-Wyler (GW) method [GW91]
was almost the only method proposed, and had inherent deficiencies. Also the B® — D®EgF
had been proposed [DS88], but whether fully or partially reconstructing the decays, the small-
ness of the amplitude ratio remains challenging. Finally the B — K7 channels and SU(3)
symmetries had been considered [HLGR94, GHLRY94]|, but here one faces SU(3) breaking
corrections and electroweak penguins.

As a corollary it can be mentioned, that the chapter on extracting -y, despite including B
decays, is the shortest physics analysis chapter in the BABAR Physics Book [Har98|.

Building upon an idea conceived by R. Aleksan and F. Le Diberder, the feasibility of
an analysis using the threebody decay BT — DYK*7n°? was studied with Abi Soffer (Fall
2001). This work continued (Spring 2002) and was presented (Blois 2002, Durham 2003)
along with a paper accepted by PRD. The channel B® — DTKJr* was also considered,
and the feasibility of this time-dependent analysis was studied (Spring 2002) and presented
(Durham 2003, SLAC 2003).

After training (Fall 2001), the duty as commissioner for the BABAR PID system (the
DIRC detector) was fulfilled with T. Hadig, B. Meadows and M. Pivk (Jan. - Jul. 2002), and
a measurement of the number of signal photons per track as a function of time was made
with J. Schwiening to monitor the endurance of the DIRC.

The B® — DFTK%7* analysis with M.H. Schune and for a period V. Tano? was started

based on a skim of 56 fb~! (Spring 2002). Through a simple cut and count analysis, which
was approved for unblinding (July 2002), a signal was established.
The analysis was then repeated with a larger data sample (82 fb_l), more refined selection
techniques and including the B® — D** K% F mode (Sep. — Dec. 2002). For extracting the
signal an unbinned maximum likelihood fit was constructed, and through the use of a novel
statistical technique [PLDO04] the signal distribution in the Dalitz plot was established (Jan.
— Sep. 2003). Though statistically limited, the initial steps of a time-dependent analysis was
taken, yielding the ratio of interfering amplitudes and the C'P asymmetry of the B — D*K*¥F
mode (Nov. 2004 — Jan. 2004).

Finally, master student T. Kittelmann was partially supervised during his work on the
BY mass difference AT'p (Sep. 2001 — Jan. 2003). For his master thesis [Kit03], he received
the highest grade possible at the University of Copenhagen.

1.5 Outline

This thesis consists of three parts. The first is a theoretical introduction to B physics, which
goes through mixing and C'P violation in general. Then the phenomenology upon which this
thesis is based will be treated in some depth, and finally the current knowledge of the CKM
matrix and C'P violation is summarized.

The second part describes the PEP-II collider and the BABAR detector along with the
triggers and the performance. Each subdetector will be described, with emphasis on the
DIRC, which is both essential to this analysis and for which the author served as commissioner.

The third part contains the analysis. After an outline of the analysis the selection of
the data samples is presented. Then follows a thorough discussion of the fitting methods,
and finally the branching ratio and time-dependent fitting results are presented along with
systematic errors.

?Postdoc at LAL from September 2002 to May 2003.
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2.1 Introduction to B physics

B physics is the study of the bottom quark, b, which is done through its bound hadronic
states in mainly B mesons. The primary interest is to measure the couplings between the
different quarks along with their masses, since this constitutes most of the free parameters of
the Standard Model (SM). As many processes involving B mesons arise only from loop effects,
also the quantum structure of the theory can be tested. Furthermore, B mesons provide a
basis for tests and development of Quantum Chromo Dynamics (QCD), as the heaviness of
the b quark allows for perturbative calculations.

Since the discovery and the following experimental accessibility of the b quark, B physics
has become a major field in particle physics, and following initial steps by LEP and CLEO,
the B factories herald the era of high statistics B physics and precision C'P measurements.

The goal and the challenge is to make precise predictions and measurements, thereby
scrutinizing the theory in such great detail, that effects unaccounted for by the SM will
become apparent, if there. This task is — as most often in science — a challeging but stimulating
interplay between theory and experiment.

2.2 History of CP violation, the CKM matrix and B physics

Since the birth of physics, Nature was thought to be symmetric in time and space, and after
the discovery of antiparticles, these too were considered as particles’ exact opposites (Charge
conjugates, C).

In 1956, after reviewing the experimental data then available, Lee and Yang concluded
that spatial inversion (Parity, ) was not conserved in weak interactions [LY56]. The following
year (1957) Wu et al. discovered parity violation in the 8 decay of Co%® to Ni%%* [ea57], and
this was confirmed by Garvin, Lederman and Weinrich [GLW57], who in a brilliant experiment
also discovered the violation of charge conjugation, C. However, the combined symmetry C'P
was still believed to be a good symmetry of Nature.

In 1964, C'P violation was discovered by Christenson et al. in the decay of the long-lived
neutral kaon [CCFT64], which occasionally (2 x 1073) decayed into a state with opposite CP,
thereby breaking C'P invariance.

Already in 1963, Cabibbo proposed mixing between the d and the s quark [Cab63], and
in 1970 Glashow, Iliopoulos and Maiani suggested a fourth quark (the charm quark, ¢) in
this scheme to cancel an unwanted (i.e. unobserved) AS = 1 neutral current [GIM70]. An
extension of this quark scheme to six quarks was noted as a possibility in 1973, even before the
¢ quark discovery, by Kobayashi and Maskawa [KMT73], as a 3 x 3 complex mixing matrix, now
called the Cabibbo-Kobayashi-Maskawa (CKM) matrix, naturally allows for C'P violation.

With the discovery in 1977 of the b quark in the 7" resonance [H*77], the extension to three
generations of quarks was verified, and a new field of physics — B physics — was born. In 1981
the B meson was discovered at the 1°(4S5) resonance [CLEOS81], and subsequent experiments
measured the lifetime and oscillation frequency of the B meson [ARGUS87a], where the later
measurement was used to predict the large top quark mass long before its final discovery
[CDF95]3.

The currently running B factories will measure rare branching fractions and possibly time-
dependent C'P asymmetries with unprecedented statistics, thereby constraining and testing
the CKM paradigme.

3The B°B° mixing discovery, which measured ry = 0.2040.12, indicated a top quark mass above ~ 80 GeV,
and was announced in the light of a claimed top quark discovery, with a mass around 40 GeV [UA184].
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2.3 CP violation in cosmological context

In 1966, two years after the discovery of C'P violation and just one year after the discovery of
the microwave background radiation predicted by Big Bang theory, Sakharov wrote a paper
on the possibility of explaining the apparent charge asymmetry of the Universe in terms
of particle theory [Sak67]. He argued that three conditions (now known as the Sakharov
conditions) had to be satisfied in order to obtain a baryon asymmetry in the Universe:

Baryon non-conservation. If the total baryon number of the Universe were initially zero
and baryon number was conserved, then the Universe would remain symmetric.

C and CP violation. If C' or CP were conserved, the reaction rate would be the same for
particles and antiparticles, and an initially symmetric Universe would remain symmetric.

Deviations from thermal equilibrium. In thermal equilibrium there is no time depen-
dence, and consequently an initial baryon number of zero would remain that way.

There are of course ways around Sakharov’s conditions. It could be that the Universe is
only locally asymmetric, but this has now been ruled out locally (20 Mpc) by direct search
[Ste76] and globally (visible Universe) by indirect methods [CDG98]. More exotic models also
exist, but Sakharov’s conditions are generally believed to be true, which makes C'P violation
extremely interesting also from an existential point of view.

Most interestingly, detailed models of both baryogenesis requires that there are sources of
CP violation beyond the Standard Model [DLH*92], and the same is true for leptogenesis®.

2.4 Experimental situation of B physics

The experimental situation up to the commencement of BABAR and Belle in 1999 was that
ALEPH and OPAL at LEP and CDF at the Tevatron each had a non-significant sin(20)
measurement, while CLEO-II and to a certain extend CDF had the most precise branching
ratio measurements and the best limits on rare B decays.

The next generation of heavy meson experiments besides BABAR included, Belle at KEK,
CDF/DO0 Run-IT at the Tevatron, CLEO-IIT at Cornell and HERA-B at DESY.

However, HERA-B encountered problems, most pronounced with their tracking chambers,
which was the main reason why the first level trigger was not able to extract the BY — J/9X
decays from the minuscule (107°) fraction of minimum bias BB events available, thus yielding
only a handful of signal candidates [HERA-BO3].

At CLEO-III it was decided to focus on D physics, as the luminosity of CESR would not
be able to compete with those of KEK-B and PEP-II, and since neither the detector nor the
collider were build asymmetrically to allow for a boosted system.

Run-IT at the Tevatron did not start until 2001, and the luminosity has been below
expectations. Furthermore, the CDF and DO detectors have not been working optimally, and
so the first results on B physics have yet to be published®. However, as the Tevatron is a
hadron collider (where the energy of the collisions vary), the By meson will also be available
for analysis.

This has left Belle as the fiercest competitor. The two detectors are roughly similar in
performance, with Belle having slightly better tracking and electromagnetic calorimetry (and
lower beam backgrounds), while BABAR has better particle identification. Belle started data
taking at the same time as BABAR®, and though BABAR managed to get ahead with respect
to integrated luminosity, Belle has now taken the lead. Interestingly enough, the two datasets

“In leptogenesis the particle antiparticle-asymmetry is created through C'P violation in the lepton sector,
contrary to baryogenesis, where the quark sector is the source of the asymmetry.

5A measurement of the mass difference between DE and D* was the first published Run-IT result [I103].

6 Almost! BABAR saw their first collisions 26th of May 1999, while Belle saw theirs the 4th of June 1999.
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have never been further than 25% apart in size, and thus the competition has remained very
equal and respectful, even bordering to friendly.

The goal of BABAR is to produce at least 5 x 10® BB pairs in order to constrain the
CKM-matrix as much as possible. A precise sin(2f) measurement is one of the primary
goals, but constraints on or measurements of sin(2«), sin(24 ++) and sin(y) are also planned.
Additionally, V,,; and V,, rare decays, semileptonic and radiative penguins, hadronic B and
D physics and Quantum Electro Dynamics (QED) with 7 decays are studied.






Part 1
Physics

Man masters Nature not by force but by understanding. That is why science has
succeeded where magic failed: Because it has looked for no spell to cast on Nature.

[Jacob Bronowski, 1908-1974]
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3 The CKM matrix and CP violation

Extending quark mixing to three generations, established by the b quark discovery, gives rise
to a CP violating phase, which provides an elegant explanation for the well-established C'P
violation first observed in the K system.

However, the crucial test of whether C'P violation is described by the Cabbibo-Kobayashi-
Maskawa (CKM) quark mixing matrix and thus the Standard Model (SM) alone, requires the
scrutiny of combining many independent measurements. This gives the B system, rich in
phenomenology and the only direct probe of the third quark generation’, a central role, to
be investigated in the following.

First, the CKM matrix will be accounted for on the basis of the Standard Model and the
symmetries of the theory investigated. Secondly, the various parametrizations of the CKM
matrix and C'P violation in general will be discussed. This section is mainly based on [PS95],
[Har98] and [Nir02] unless explicitly stated.

3.1 The origin of the CKM matrix

The Standard Model, so far accurately describing all experimental data in particle physics,
is based on an SU(3)c x SU(2)r, x U(1)y gauge theory. The Standard Model Lagrangian is
the most general possible, which is renormalisable and consistent with this gauge group.

In order to write gauge invariant mass terms, i.e. assign masses to the particles of the
model, one has to spontaneously break the SU(2);, x U(l)y gauge symmetry. This is done
by introducing a scalar field®, ¢, which assumes a non-zero vacuum expectation value (VEV),
(¢) = (0,v/v/2). The Lagrangian of the Yukawa couplings, Y, between this Higgs field and
the quarks take the form:

. . )
Lviiwe = —Y3TLu} —Viq] ¢7dj +hec, where ¢t = ( Zi ) . (3.0)
Here, i is the flavor index, L and R the handedness and the prime signifies that the quarks
are considered in the weak interaction (flavor) basis, this being defined by Eq. 3.1.

The Yukawa couplings, Y, do not follow from a gauge principle and they are in general
complex-valued matrices. Replacing the Higgs couplings by their VEVs, Miqj = (v/ \/§)YZ‘JI,
gives rise to mass terms, but the corresponding mass eigenstates will in general not be the
same as the flavor eigenstates and in fact they are not! By diagonalizing this mass matrix:

M= = Vo, MyVYye (g = u,d), (3.2)

we obtain by definition the mass basis, where the entries in the diagonal are real and positive.
The mass basis is related to the flavor basis by the transformation:

qri = (Var)ijar;,  ri = (Var)ijar; (g = u,d), (3.3)

When writing the Lagrangian in the mass basis, we introduce four unitary matrices V;;, and
Vgr into the theory. The right-handed fields all have identical couplings to the gauge fields,
thus V,zr commute with the covariant derivatives, and they disappear from the theory. The
same argument is true for the left-handed fields when considering the SU(3)¢ couplings of
Quantum Chromo Dynamics (QCD) and the purely kinetic terms, thus only the SU(2); x
U(1)y couplings remains. In the ElectroMagnetic (EM) couplings they also vanish, as can
be seen from a typical term @}y u’} — HiL(VuL)}jfy“(VuL) jkuk = @b y*ub and equivalently for
the Z° terms. This is experimentally well founded in that flavor changing neutral currents
are not observed at tree level.

"The top quark lifetime is too short for hadrons to form, thus no mesons involving top quarks exist.
8Other mechanisms for generating mass exists, but they are disfavoured by observation [DRK81, KKW93].
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The only place where the V7, matrices do not cancel is in the charged current interactions
mediated by the W* bosons. In the mass basis the Lagrangian for quarks takes the form:

Ly, = %ﬁLiV"(VuLVJL)ijdLiW;+h-C-- (3.4)

The unitary” 3 x 3 matrix, which link the three u;; quarks with the three dy; quarks:
Vo = VarVirs (3.5)

is called the Cabibbo-Kobayashi-Maskawa (CKM) quark mizing matriz [Cab63, KM73]. Or-
dering the couplings by the mass hierarchy yields the entries:

Vud Vus Vub
VCKM = Vcd Vcs Vcb (3-6)
Via Vis Vw

As a result of the fact that the physical (mass) eigenstates are not the same as the weak
(flavor) eigenstates, one has to introduce a rotation matrix between the two. This is the only
source of flavor changing quark interactions, within the Standard Model (SM).

Given N, generations of particles, the CKM matrix has a priori 2NV, g2 degrees of freedom
(dof.). Out of these N, g2 dof. are removed by the unitarity condition, and 2N, —1 dof. (number
of relative phases between quarks) can be absorbed by redefining the quark fields. Thus, one
is left with Nye = (Ng — 1)? degrees of freedom. In a world with only two generations,
Ny = 1, which is just a rotation angle in a real unitary 2 x 2 matrix. The SM has three
generations, thus Ny,; = 4, which are the three (Euler) angles of a 3 x 3 rotation matrix and
one complex phase'®
the SM. It is interesting to note, that a third generation of quarks was originally proposed
exactly to provide a mechanism for C'P violation [KM73].

. It is this irreducible complex phase that gives rise to C'P wiolation in

3.1.1 Mixing among leptons

As the CKM matrix arises from breaking the SU(2);, x U(1)y gauge symmetry, resulting in
a mixing matrix between quarks, an equivalent matrix should exist for the leptons, as they
also couple to the weak force.

However, if neutrinos have no mass and consequently do not couple to the Higgs particle,
the mass matrix will commute with the weak eigenstates, and there will be no mixing matrix
for the lepton sector. Since neither neutrino masses nor lepton flavor violation had been
observed, it was originally thought that a mixing matrix and CP violation was absent in the
lepton sector.

But after the discovery of atmospheric neutrino mixing by Super-Kamiokande [SK98],

a mixing matrix for leptons is required and a new source of C'P violation is introduced!!.
Unlike in the quark sector, neutrinos can be their own antiparticles (Majorana neutrinos),
which results in three complex phases instead of one.
The entries of the lepton mixing matrix, named the Maki-Nakagana-Sakata (MNS) matrix
[MNS62], are limited by statistics and in general poorly known. However, this will change in
the coming years, and once v factories start running, (over-)constraining the MNS will surely
be pursued.

9Local gauge invariance and baryon number conservation requires Voxw to be unitary.
'°In general, N, generations will give 1 Ny(N, — 1) rotation angles and (N, — 1)(Ny — 2) phases.
' Given current data, C'P violation in the lepton sector will be insignificant and disregarded in the following.
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3.2 C(, P and T transformations

Three discrete operators are potential symmetries of field theories. Two are space-time opera-
tors (T, P), which are part of the Poincaré group, while the third is an intrinsic transformation

(C):
e (' — Charge conjugation. Transforms a particle into its antiparticle, P(p,5) — P(p, 5).
e P - Parity change. Flips the parity (handedness) of space, P(p,§) — P(—p7,3).
e T — Time reversal. Interchanges the forward and backward lightcone, P(p, s) — P(—p, —5).

In an unbroken gauge theory, C, P and T are all conserved separately, and therefore the
strong and the EM force respect these symmetries. The weak force, however, being of chiral
(i.e. handed) form, maximally violates C' and P. This has its reason in that each of the
two operators interchange particles which couple to the weak force (left-handed particles
and right-handed antiparticles) with particles that don’t (left-handed antiparticles and right-
handed particles). The combined symmetry CP is not violated by flavor mixing in itself, but
by the occurrence of an irreducible complex couplings in the Lagrangian, as is the case for
the CKM matrix:

9 [awﬂVi-dW+ + J"Y“VT-U'W_} B I lammVid, W) + dyVIwuw]. (3.7)

\/i VeV RAAT} v At AV \/il 177 7 1) 1T
Thus, for any Lagrangian with complex couplings, C'P will generally not be a good symmetry.
From Nother’s Theorem'?, C'P symmetry induces a quantum number, CP. Invariance under
C P implies that this quantum number is conserved in all reactions.

3.2.1 Requirements for CP violation and the Jarlskog parameter

CP is not necessarily violated given three generations. In addition one requires that none of
the masses of same-type quarks are equal, that none of the three mixing angles are 0 or /2
(as the complex phase could then be removed by phase transformations), and that the phase
is not 0 or . The last eight conditions are elegantly summarized in a parameter-independent
manner by Jarlskog [Jar85]:

3
Im(Vi; Vi Vi Vi) = J Z €ikm€jin, J # 0. (3.8)

m,n=1

The maximal value J can assume is 1/(6v/3) ~ 0.1, but the value suggested by data is
J = (3.111’8:22) x 107, thus many orders of magnitude smaller, which gives meaning to the
statement that C'P violation in the quark sector of the SM is small.

3.2.2 The strong CP problem

Even with the powerful restrictions of renormalizability and gauge invariance, one can in prin-
ciple add terms to the Lagrangian, which violate P and T'. For the SU(2);, and U(1)y fields
this has no observable effect, but for SU(3)¢ it implies an electric dipole moment (EDM) for
the neutron (a 7' violating effect), which has been experimentally excluded to an impressive
precision [H199]. Though originating from non-pertubative QCD effects, inherently incalcu-
lable, an O(1) effect is expected, while the EDM limit constrains the coupling to less than
~ 1071% which is unnaturally small.

To solve this problem, known as the strong C'P problem, one has either to constrain the Higgs

2For each symmetry there exist exactly one corresponding conservation law [Noe31].
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couplings or add additional structure to the Higgs sector [PQ77]'3, which is not in the spirit
of the very general assumptions used in Section 3.1.
In the following, the strong force is assumed to be C'P conserving.

3.3 Parametrizations of the CKM matrix

The four parameters of the CKM matrix can be parametrized in many ways of which two
will be presented here. The first one is exact and resembles ordinary rotation matrices much.
The second is only approximate, but emphasizes the hierarchy of the mixing matrix and is
therefore more intuitive.

3.3.1 Standard parametrization

The most obvious way of expressing the CKM matrix is in terms of three rotation angles,
612,013, 023 and one complex phase, d13 as follows [GKR02]'*:

—i§
€12€13 $12€13 sige 18
_ 6 i
Vexkm = —812C23 — €12523513€"°1%  C1aC23 — S12523513€"1? 523C13 (3.9)
i i§
512823 — €12€23513€"°'3  —C12523 — S12C23513€"°1®  ca3€13

where ¢;; = cos(0;5), s;; = sin(0;;) and 4,5 = 1,2, 3 label the three generations. An advantage
of this representation is that if an angle, 6;;, vanishes, then so does the mixing between the
generations ¢ and j. The form can be much simplified by using the smallness of |V,;| ~ 0.003,
so that to an excellent approximation (O(107°)) ¢;3 ~ 1 and s13 can be neglected compared
to terms of order unity.

3.3.2 Wolfenstein parametrization

It happens that the diagonal terms in the CKM matrix are close to unity, while the couplings
between different generations decrease as one moves away from the diagonal. No (known)
principle dictates this hierarchy (which is not present in the MNS matrix), but along with
the mass hierarchy, it is suggestive.

One can choose to emphasize this hierarchy by writing the entries in powers of A = s15 =
0.2229 £ 0.0022 [PDGO02], the sine of the Cabibbo angle [Cab63], as follows:

1—\2/2 A AN (p —in)
Veka = -2 1—\?/2 AN? + oY), (3.10)
AN (1 —p—in) —AN? 1

where A, p and 7 are real numbers intended to be of order unity. This approximation is called
the Wolfenstein parametrization [Wol83], and it is valid up till fourth order of A, which is
accurate enough for most purposes (O(1073)).

When comparing two decay modes, one is said to be Cabibbo suppressed with respect
to the other, if the CKM-couplings are one order higher in A\. The branching fraction of the
Cabibbo suppressed decay will roughly be A\ ~ O(5%) of the non-suppressed decay. This
notion will be used extensively in later discussions.

13This introduces a goldstone boson (the axion), which by now is almost excluded by experiment.
!Kobayashi and Maskawa [KM?73] originally proposed a parametrization closer to that of Cabibbo [Cab63].
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3.4 The unitary triangle(s)

The nine constraints on the CKM matrix from unitarity (see Section 3.1) can be written
explicitly as:
Vid Vus Vap \ [ Vad Ved Via 100
001

Vie Vis Ve / \Vir Voo Vip

Three of these nine linearly independent equations are normalizations and six are linear
complex equations written below, divided according to their origin with respect to generation:

1 ® 2 generation 1 ® 3 generation 2 ® 3 generation
(ON)+0N)+0O(N°) =0) (ON)+0(N)+0(N\3) =0) (OAH+0(N)+0(A\?) =0)
VaaVis ViVt VigVis =0 VeV A ViaVig +Via Vi = 0] b+ VeV + Vi Vg = 0
ViaVeatVasVes T Vip Vo =0 VigVig + Vs Vis + V3 Vg = 0

VusVib
VeaVia +VesVis +VopViy = 0
These six equations may be represented by triangles in the complex plane, were each of the
three complex VV* terms correspond to a side in the triangle. The triangle representation
has the advantage that it is invariant under phase redefinition'® and therefore physically
observable. In fact the sides and angles can be directly related to branching ratios and
asymietries, respectively, and consequently the geometrical interpretation is natural.

The six triangles have the same area, equal to |J|/2 ~ A%, which expresses that there is
precisely one CP violating phase. They are pairwise much alike, due to the high degree of

symmetry of the CKM matrix, and therefore it is customary to sketch only three triangles,
as in Fig. 3.1.

@ ViV
\/td\/ts V dV*
caves

b * * C *

O Vv o Viaey © v

. VusVub *

VedVob VesVeb

Figure 3.1: The three unitary triangles are geometric interpretations of the three equations
> g=uct VaaVop = 0 with (a) a=d,b=s (1®2), (b) a=d,b=0b (1®3), (c) a=s,b=b (2®3).
The triangles have equal areas and are here approximately drawn to scale in order to show

their shape.

From Figure 3.1 and from the order in A of the sides, it is clear that only the unitary
condition from combining first and third generation couplings of the CKM matrix result in
triangles with comparable sides and angles, while the others are “squashed” and therefore
very hard to measure.

For historical reasons the triangle corresponding to the equationV, V7 4+V Vy+V, V¥ =0
(framed in Eq. (3.12)), is known as the unitary triangle (see Fig. 3.2). None of the side lengths
or angles of the second 1 ® 3 triangle differs from the unitary triangle by more than 5 %, and
it will therefore be a while before the two can be experimentally distinguished.

For the Wolfenstein parametrization to match the graphical representation more precisely
(i.e. for the apex of the triangle to coincide with (p,7n)), one makes the substitution: p — p =
p(1 —22/2) and n — 7 = n(1l — A\2/2).

151t is such phase redefinitions that remove 2N, —1 degrees of freedom when counting these (Section 3.1).

(3.12)
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A Im
The Unitary Triangle
_ : (representing the relation)
i _
; VidVar + VeaVey +VigVy = 0
i
I
e
< A : s
SR ! °&
' &
i
i
Y !
! o4 Re
| Y >
0 I 1

Figure 3.2: The unitary triangle. The triangle corresponding to the equation V V5 +V V¥ +
V.aViy = 0, is for historic reasons known as the unitary triangle. Note that the baseline has
been normalized by V. ,V.; to equal one.

The three angles of the unitary triangle expressed in terms of CKM matrix entries are!®:

ViaV ) ( Vchc’Z> ( VudVJb>
o = arg (—7* , B=arg | ——~. |, y=ag | —— ", |- (3.13)
ViuaVab VidVe VeV
These physical observables can be measured by C'P asymmetries in various B decays, and

consistency of the measurements provides in part tests of the SM. The real test, though, is
to fit all experimental and theoretical CKM related quantities with only four parameters.

3.4.1 The CKM paradigme and physics beyond the Standard Model

The Kobayashi-Maskawa phase is, very likely, the dominant source of CP violation
in low-energy flavor-changing processes.

[Y. Nir]

Whereas most other theories have failed to explain C'P violation, the Kobayashi-Maskawa
mechanism has prevailed. Not only does it explain the very origin of C'P violation in a very
simple fashion, but as the complex phase only enters when all three generations are involved,
it also correctly predicts its smallness in most processes. In light of the results from the B
factories, the quotation above is commonly agreed upon, and the CKM mechanism has risen
from an explanation to a paradigme.

However, that said, one should keep in mind that the Standard Model fails by many
orders of magnitude to explain the baryon asymmetry, Ng/N, = (5.5+0.5) x 10719 [BNT01]
observed in the Universe [HS95, GHO194], and therefore sources of C'P violation beyond that
of the CKM matrix must exist, either in the quark sector or elsewhere (e.g. the lepton sector).

Since the B system contains the dominant part of the SM C'P violation and involves many
loop processes, which could involve physics beyond the SM and thus alter its predictions, it
is an excellent place to search.

16 Following the original terminology, the angles o, 3 and v are denoted ¢2, ¢1 and ¢3 respectively by Belle.
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Finally, the Higgs sector may itself contain C'P violation, if there are more than one
doublet'”, possibly through spontaneous C'P violation [Nir02]. Interestingly, CP is an exact
gauge symmetry in some string theories, and must be spontaneously broken [DLM92, CKN93].
However, in the following only the SM will be considered, and the above cases will not be
discussed any further.

3.5 Section summary and conclusions

Given three generations, the Standard Model not only encompass C'P violation, but also
correctly predicts its natural smallness. Though well understood (and well tested), some
aspects of C'P violation remains to be solved. However, the major reason for the interest
comes from cosmological arguments.

CP violation is required for the observed matter anti-matter asymmetry in the Universe to
arise, but the experimentally determined level of C'P violation falls many orders of magnitude
short of the required level. This means that sources of C'P violation beyond the Standard
Model must exist.

A search for such sources must begin with a mapping of the SM sources. These are most
pronounced in the third quark generation, and since the top quark does not form bound
states, the bottom quark systems take a central position. Not only do these decays have loop
diagrams, which could involve new physics, but being recently available in very large numbers
and for time-dependent measurements, the stage is set for experimentalists to test whether
the Standard Model can account for all C'P violation measurements.

Y"Then ¢* and ¢ are not the same (separate Higgs’ for the u; and d; quarks).
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4 Mixing and CP violation in the B system

[Effective field theories] will make hard calculation easy and impossible calculations
doable ... If we had to know everything about all the particles, no matter how
heavy, we would never get anywhere.

[H. Georgi, Weak Interactions and Modern Particle Theory]

Though abundant in many hadrons, b quarks are produced and studied most easily in the two
light B mesons. The neutral B system is complicated by the fact that the flavor eigenstates,
with definite quark composition bd (B° meson) and bd (B meson)'®, are not the same as the
physical states of definite masses and lifetimes, which in turn are not the same as the C'P
eigenstates.

However, it is this complication that gives B physics such a rich phenomenology.

Starting from the Hamiltonian, the various aspects of B physics are explored. First the
mixing between the flavor eigenstates as they evolve in time is infered, next the C'P eigenstates
are time developed, and finally various types of C'P violation are considered. Though aimed
at the BY system, most of the formalism applies to other neutral meson systems, as will be
mensioned occasionally and discussed in Section 6.1. The discussion is model independent
unless otherwise stated.

4.1 The B-system

The b quark is like other quarks bound in hadrons, but as b baryons are harder to produce,
less calculable and phenomelogically inferior, the focus has been on B mesons, of which four
types (omitting exited states) exist (see Table 4.1).

B meson | Mass (MeV) Lifetime (ps) | Mass difference (ps~!) Lifetime difference (ps)
Bg =bd | 5279.4+0.5 1.54240.016 0.489 & 0.008 > 0.084 (90% CL)
Bf =bu | 5279.0 £0.5 1.674 £0.018 - -

BY=bs | 5369.6 2.4 1.461 £0.057 > 13.1 (95% CL) > 0.29 (95% CL)
Bf =bc | 6400 £ 400 0.4610-1% - -

Table 4.1: The B mesons and measurements of their masses, lifetimes, mass differences and
lifetime differences [PDG02], [RNCMVO04] and [PDGO3]. The two latter only applies to neutral
mesons. The lifetime differences are predicted to be —0.005+0.002 [DHKY02] and 0.18+0.09
[AT01].

The main advantage of the two lightest B mesons is that they can be produced in large
numbers with relatively small backgrounds, which is why they are the first to be studied in
detail. The B? meson is also very interesting, but has to be produced from 7 (5S) decays
(possible at the B factories), Z° decays (LEP) or at hadron colliders (Tevatron/LHC), which
have so far been restricted the sample sizes.

4.2 Effective field theories

Though particle physics is based on Quantum Field Theory (QFT), effective field theory is
the framework in which the physics of B mesons is described, as only the relevant degrees of
freedom need to be taken into account.

18The notation convention is that the B° is the isospin partner of the B, which contains a b quark.
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Integrating out the irrelevant parts leaves one with an effective Hamiltonian, H , the
interaction of which for B® mesons has to be time developed on a general state:

[p(8) = a(t)IBO)er(t)IEOHZ/ p(E)cs(E,t)|f(e)dE, (4.1)
I PS

where a, b and ¢ are coefficients of the states and one sums over energy-eigenstates, f, and
integrate their density, p;(E), over phase space (PS). This leads to a set of coupled first order
differential equations, which can be solved for an initial state containing a superposition of
BY and BY (thus ¢;(0) = 0), by making the approximation (originally due to Wigner and
Weisskopf [WW30]) that the weak force is a perturbation relative to the strong and EM forces,
and consequently the time-scale of its reactions governing the evolution of the system much
longer. This means that weak Hamiltonian does not couple the final states, f, to each other.
The result is a pair of coupled first order differential equations [CK03]:

d [ a(t) ] " [ a(t) ] . (4.2)

"t

This Schrodinger-like equation describes, in a simple manner, the time evolution of an arbi-
trary BY/B° state. As the relative time-scales between the weak and the strong interactions
differ by 8-10 orders of magnitude(!), the approximation made is good for all practical pur-
poses. The actual entries of H remains to be calculated, which still requires QFT, or effective
theories based thereon.

4.3 The Hamiltonian

The Hamiltonian for a system of mixing and decaying particles, is in general not Hermitian.
However, it can be uniquely decomposed to a sum of two Hermitian matrices; the dispersive
part, M, describing the mixing, and the absorptive part, I', describing the decay:

i My, My, i (( T1; Ty (B°|H|B%) (B°|H|B")
H=M-_-T = - = =\ 5075 =0\ F1B 4.3
2 ( My Ma ) 2 ( o1 Too ) < (B°|H|B"Y (B°|H|B%) )’ (43)

where the indices 1, 2 refer to whether the initial and final states were B® or BY. The dispersive
part, M, governs mixing through virtual states while the absorptive part, I', governs mixing
via and decay to real states.

The diagonal terms of the Hamiltonian matrix H are mostly due to the b-quark mass and
strong interactions, whereas the non-diagonal terms are generated by the transitions between
B and B states, thus governed by the weak interaction. For this reason the diagonal terms
H11 and H22 dominate.

4.3.1 Phase conventions
The two B states, BY and BY, are related through C'P transformation, as follows:
CP|B% = ¢*|B%), CP|B% = ¢*2|BY), (4.4)
where the phases &1 o are arbitrary, i.e. without physical meaning, so a phase transformation:
|BY) = e7|BY), [BY) = "[B), (4.5)

has no physical effects, which is a consequence of the strong forces (b) flavor independence.
Without loss of generality one can choose (CP)? = 1 and likewise (CPT)? = 1.

One must construct quantities, which do not change under phase rotations (i.e. convention-
independent), to measure physically meaningful phases (see Eq. 4.22).
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4.3.2 Hamiltonian properties under CPT and CP transformation

The discrete symmetries C, P and T (see Section 3.2) pose certain constraints on the Hamil-
tonian. Though none of them are good symmetries by themselves, certain combinations are
instructive to consider, as they either constrain the Hamiltonian or reveal which consequences
the breaking of that symmetry has.

Invariance under C PT requires that (CPT)'H(CPT) = H, and therefore:

opPT def.

(B |(CPT) H(CPT)|BY) “* (BY e~ |H|c" B

out out

(Bow[H|B)

out

) = Hip = Hy, (4.6)

and from the Hermeticity of M and T follows that My, = Ma and I';; = 'y, are real (€ R).
CPT invariance ensures that particles and antiparticles have equal masses and decay rates.
CPT invariance is a general requirement of relativistic field theory!'?, and it is believed to be
an exact symmetry. As C'PT invariance has been tested to extremely high precision, and in
many ways [PDG02, PT01] it will be assumed in the following.
CP conservation also yields this result, but in addition it requires that:

(B,

out

|H|B,) = (B,

out

(CP)'H(CP)[BY,) = (Bl e ®|H|eT“BY) = Hiy=e *“Hy, (4.7)

out

Along with the Hermiticity requirements, this implies that the off-diagonal elements of the
Hamiltonian, Hio and Hj;, are equal in magnitude. CP invariance requires in addition
that partial decay rates of C'P conjugate processes are equal. However, C'P is not an exact
symmetry of Nature, and violation of Eq. 4.7 is exactly the general requirement for C'P
violation.

The consequences of the various symmetries are summarized in Table 4.2. The assumption
that C'PT is a good symmetry reduces the number of parameters of the effective Hamiltonian
from seven (one phase removed by phase transformation) to five.

Symmetry | B® - B B -+ B B -+ B B’ BY ‘ Consequences
CPT EO — EO BO — BO HH = H22
CP B—-B" B BY BB BY— BY| Hjy = Hy and |Hyz| = |Ha|
T BY — B B°— BY | |Hyy| = |Hy|

Table 4.2: The consequences of the symmetries CPT', CP and T'.

4.4 Time developement

All composite things decay. Strive diligently. [Buddha, ca. 563 - 483 bc., Last words]

The two neutral B meson states can be represented in three different bases, which in the
neutral B system are not aligned:

The flavor basis of definite quark content, |B°) and |B"), in which particle production is
to be understood.

Physical basis defining eigenstates of the Hamiltonian, |By) and |By) with definite mass,
lifetime and decays, which evolve in time according to the Schrédinger Equation.

CP basis states of definite C'P. If CP was conserved, then the C'P eigenstates would also
be mass eigenstates.

9By the CPT theorem, it requires Lorentz invariance, Locality, usual spin-statistics connection and a
hermitian Hamiltonian of the basic theory [Sch53, Liid57]. At the gravity scale, Lorentz invariance breaks and
some string theories are not local, but these are the few exceptions.
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As the Hamiltonian governs the physical eigenstates, the time developement of the flavour
and CP eigenstates must be done in the physical basis, which requires the eigenvalues and
eigenstates of the Hamiltonian.

4.4.1 Hamiltonian eigenvalues and eigenstates

The eigenvalues A\, and Ay of the Hamiltonian are:

Aw = Hi+HipHy = (M —4T) + \/(M12_%F12)(Mik2_%r>{2) = My — T 4.8)

AL = Hy —HipHy = (My—3T1) — \/(M12—%F12)(Mf2—%rfg) = Mp— i, (4.9)

where M and I' are real. It is customary to introduce the following intuitive definitions:

mp = %(MH‘FML), Amp =myg —my, =4 MH7LEmB:|:%AmB, (410)
I'p = %(FH—l- FL), Al'p=Txg - Ty = FH,L =Ipt %A I'p. (411)

where Amp is defined to be positive.

Relating these elements of the Hamiltonian to the basic parameters of the theory through
QFT is far from an easy task, which the phenomena, of interchanging flavor states, BB mixing,
governed by Amp, (see below), illustrates well. The leading order diagrams for this process
are shown in Fig. 4.1:

; Vi Via ; ; ;b Via p
U; w+
BO w-— w+ B° B° u; u; B°
u; W
‘ Vird i ' ‘ Vrd i ’

Figure 4.1: Diagrams for BB mixing. While the first diagram has a color factor of three, the
second diagram has a relative sign difference, so the overall amplitude is twice that of the
second diagram. The divergences at large loop momenta are cancelled by the unitarity of the
CKM matrix, which is known as the GIM mechanism (see text).

Apart from the relevant CKM factors, the amplitude of the diagrams depends only on the
masses of the quark involved. If the quark masses were equal, each quark flavor would con-
tribute according to its CKM coupling, and by unitarity they would cancel (V, ,V., +V_,V +
V.4V, = 0). In the limit of large loop momenta, the quark masses become negligible, and
thus by unitarity the ultra-violet divergences cancel. This is known as the GIM mechanism
[GIM70] (named after its inventors Glashow, Illiopoulos and Maiani)?’.

The mass dependence taking all EW contributions into account is described by the Inami-
Lim function [IL81]. However, simply from dimensional considerations it can be argued that
the mass dependence is linear, thus the top quark by far dominates, and its large mass
makes the mixing rate sizable. From measuring the mixing rate, one could therefore imagine
extracting |V,,V;}|.

However, while the amplitude of the mixing diagram can be calculated quite accurately,
such a calculation treats the b and d quarks as free particles, and therefore ignore the (QCD)
forces that bind them into the B? meson. The actual B states are not very precisely known,

2OInterestingly, in the original GIM-scheme it was the unitarity of only two generations that was considered.
The idea is by now a general tool to make divergencies cancel, for example in Super Symmetry [SS74, Nilg84].
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and this lacking knowledge is parametrized in terms of a bag factor, Bp,, and a decay con-
stant, fp,.

Many schemes have been developed to give more or less precise estimates of these two quan-
tities, e.g. lattice QCD, Heavy Quark Effective Theory (HQET), and sum rules, but none of
these can make predictions much better than O(20%).

Thus, even though the BY mixing rate Am, has been measured with great precision
(O(1%)), it is still not possible to extract |V,,;V,;| with great precision. Some of the theoretical
uncertainties can be cancelled out by considering ratios, such as that of the mixing rates of
the BY and the Bg meson, respectively, but some theoretical uncertainty remains (as does
the measurement of Amyg). With the exception of sin(24), this is the dominant pattern in
extracting CKM parameters.

Although the width difference AT'p has not been measured (yet), it is expected to be very
small, as it arises from decay channels common to BY and B°, which have branching fractions
of O(1073) or less (either color or Cabibbo suppressed) contributing with alternating sign.
Thus in the B system the mass difference is dominating, and it is therefore naturel to label
the physical states |By) (L for Light) and |By) (H for Heavy)?!.

Diagonalizing H yields the physical eigenstates, which without loss of generality can be
written in terms of the flavor eigenstates as:

Br) = plB°) +4[B°), |By) = plB°)—qB’) (4.12)

where p and ¢ are complex coefficients with arbitrary phase obeying the normalization con-
dition |p|? + |g|? = 1. The eigenvalue equation yields:

H M 1 r
LN _ M| (1——Imﬁ>. (4.13)
p H21 M12 2 M12
As both the ratio and the relative phase of I'9/Mjs are expected to be small (O(mg/m%)
and O(m?2/m?), respectively), |¢/p| will be close to unity, as will be assumed in the following.
The same coefficients apply to the two states due to (the assumed) C'PT invariance.

The physical states have definite masses and lifetimes and they obey the Schrodinger
Equation:

Byp(t)) = e ™ By) = e Murtlur/ip, (4.14)

From the established Hamiltonian formalism Eq. 4.2 and from inverting Eq. 4.12, the time
developement of the flavor eigenstates can be obtained.
Considering initially (¢ = 0) pure flavor states in their Center-of-Mass (CM) frame, the time
developed states, denoted |BY __(t)) and |BY, _(t)), are:

phys phys
BY.(1) = g+()1B°) + gg,(t)@o% (4.15)
B2,,.(t) = gg,(t>|30>+g+(t)|§0>, (4.16)
where
gu(t) = e imte= i (ibAmE FAL | o—ijAmt —}AL) (4.17)

Thus, mixing is governed by the phase differences Am and AL, while the common phases I'

governs decay and e “ has no physical significance??.

*'Tn the K system (see Section 6.1.1) AT's 3> Amg, hence the terminology Kshort and Kiong-
22Well, almost! It tests whether gravity attracts or repels particles and antiparticles, which is not the case.
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4.4.2 Coherent B?BP? state

At ete colliders, B mesons are produced through the 7°(4S) resonance (see Figure 4.2),
which is the lightest bb state above the threshold for decaying into two B mesons. Due to
isospin symmetry, it is in general (and here) assumed that half the B meson pairs are charged
and half are neutral.

®
|
>

SH|

=

v T (4S)
u,d

et b

Figure 4.2: Diagram for production of a BB pair at the 7(4S) resonance.

The 7 (4S) has J =1, and since the B mesons are pseudo-scalars, conservation of angular
momentum requires that the BB state function, 1, is a coherent L =1 state, hence with parity
P =(—-1)Y = —1, thus the spatial part is required to be antisymmetric. From Bose-Einstein
statistics the overall state must be symmetric, and consequently the flavor-part of 1y must be
antisymmetric:

1
V2
At the energies in question the electron mass can be neglected and helicity is conserved, thus

the 7°(4S) is produced in a J, = £1 state, which (integrating over 1, which is isotropic) yields
the spatial decay distribution:

Prtavor (1B°)[B°) — |B")|B?)) . (4.18)

Ponee = Y (0,8) 4 BY, 1 (0,4) —> f(0) = / s sneel *dh = %sinQ(H), (4.19)

where |a|? + |b]? = 1 are normalization coefficients describing the polarisation of the beams,
which is unimportant for this discussion.
The time dependency of the coherent state (Eq. 4.18) is obtained by replacing the flavor
states by their time-dependent expressions (Eq. 4.15-4.16):
1

|Paavor (1, 2)) = 2(IBShys(tl)>|§ghys(t2)>—Iﬁghys(h»IBShys(t2)>)

o~ 3Tt +t2) {cos [(%Am _ z&AF)(tl — t2)] (|BO>|§0> _ |§0>|Bo>)

S-S

—isin [(1Am — iLAD) () — ty)] (§|BO>|BO> - g|§°>|§°>)} . (4.20)

where the two times, ¢; and to, are to be measured in the CM frame of the B mesons, which
is close to that of the 7'(4S5), as the phase space available is very small (y¢™ ~ 1.002).

Due to the antisymmetric state, only the time difference needs to be measured, as the time
sum only enters in the normalization. This is crucial for experiments at the 7°(4.5) resonance
(cf. Section 7.1).

As can be seen from Eq. (4.20), the result of the coherency is that the two B mesons each
evolve in time as a single B meson but in phase, such that until one B meson decays, there

is exactly one BY meson and one B" -meson?3.

23This is simply another case of the classic Einstein-Podolsky-Rosen (EPR) situation [EPR35].
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However, after the decay of one B meson, the other continues to oscillate. Therefore an
event can be either unmized, i.e. the flavor of the two decayed B mesons are opposite, or
mized, i.e. the flavor of the two decayed B mesons are the same, as described by Eq. (4.25).

4.4.3 Flavor determination — tagging

To determine the flavor of a decayed B meson (in common terminology, to tag?* it), one
needs a decay, which is only allowed by one of the flavors. In principle no such flavor specific
decays exist, and the various classifications are almost continuous. Semileptonic decays are
to an extremely good approximation flavor specific, but as the associated neutrino escapes
undetected, these decays cannot be fully reconstructed, and so they have significant back-
grounds.

Hadronic decays can be fully reconstructed and are thus more clean, but they are less flavor
specific (by the 'A? theorem’ [Pet00]). This has an impact on time-dependent measurements
of small CP asymmetries, e.g. in B® — D+F,

However, for the time being (and for illustration) B° decays will be divided into two classes:

Flavor decays. If the final state is not allowed (or highly suppressed) for one B flavor, then
it is a tag for the other, that is: Apo_,; > .Agoﬁf = fis a B® tag and vice versa.

CP decays. If the final state is allowed for both B flavors, be it a C'P eigenstate or not, the
decay can be used for C'P studies.

While C'P decays require to be fully reconstructed, the flavor of a B® decay may be infered
though missing some tracks and clusters. For experimental reasons (efficiency considerations),
most often only one of the two B mesons can be fully reconstructed, while a reasonable
estimate can be made about the flavor and decay point of the other decay. Though events
where two C'P eigenstates are reconstructed are very interesting for solving ambiguities, they
will not be considered in the following. Define the amplitudes:

Ap = (fIHIB%, A; = (fIH|B). (4.21)

As discussed in Section 4.3.1, the phase of these amplitudes is arbitrary. However, combining
them appropriately with the quantities ¢ and p yields a phase invariant parameter?, which
is unique for each final state f:

_ 9A; gecr 4 Asop
>\f - pAf nfCPpAfCP’ (422)
where the last part is defined only if the final f is a C'P eigenstate, for which 7y, is then
the eigenvalue (£1).

If one neutral B meson decays at time ¢, into final state f..., which is fully reconstructed
and the other decays at time %,,, into a flavor specific state, f,,,, where the flavor is deter-
mined, then the overall amplitude, (f,.. ftag|ﬁ |Vfiavor (Frees tiag) ), 1S Obtained from Eq. (4.20) by
replacing the B states with the corresponding amplitudes. The final (unnormalized) decay
time distribution is obtained from the absolute square of this amplitude, and expressed in
terms of (u for unmized and m for mized):

Au = ‘Afreczftag - Zfrec"élftag a’nd Am = %Afrec‘Aftag - %Zfreczftag (423)

24This expression is used widely in BABAR, both for trivial but also more interesting matters.
#The notation is standard but a bit unfortunate, as X is also used for eigenvalues and as Wolfenstein
parameter, but the subscripts and context should disentangle the notations.
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which can be regarded as the amplitudes for mixed and unmixed events it yields:
¢ T(trec+trag) [(|Au? + | A |?) cosh(3AT't) + 2Re(Ay Ay ) sinh(3 AT't)
+(|Aul? = |Am)?) cos(Amt) + 2Im(A, Ay, sin(Amt)] (4.24)

where ¢t = ¢,.. —t,,, have been used?S. The sin and sinh terms are due to interference between
mixed and unmixed states, as they are only present when both A, # 0 and A,,, # 0.
If f.. is a flavor specific state, then the decay time distribution reduces to:

N(frees ftag)e_r(tr“"rtmg) [cosh(1AT't) £ cos(Amt)], (4.25)
where the sign is positive for opposite tags (BYB°) and negative for equal tags (B°B°/B"BY).
If f...is a C'P eigenstate, then the decay time distribution is:

) [L+ )2

N (frees frag)e T rec Tl cosh(3AI't) — Re(\f) sinh(31AL't)

1 |2
$# cos(Amt) F Im(As) sin(Amt) | . (4.26)

As Am dominates mixing in the B system, A" will, though both an interesting and important
quantity [Kit03], be omitted in the following.

Anticipating the course of events, the sum of the times is integrated out, as it cannot
be measured with any reasonable precision. As both ¢.. and %, are greater than zero,
tree F tiag > |tree — tiag|, and one obtains:

o0
Neil—‘(tre‘:‘#ttag)f(trec - ttag) _> / Ne*r‘(trec+ttag)f(trec - ttag)d(trec + ttag)
[t

rec *ttag|

= Ne Vllbee—tag)lpg  —t,.). (4.27)

Thus, by a simple replacement, one obtains decay distributions, which only depend on the
(signed) time difference, ¢, between the two decays.
This simplifies the above expressions, Eqgs. (4.25- 4.26), to:

N (frees frag)e P21 % cos(Amit)] (4.28)

- L4+ f2 1= |Af?
N(frec?ftag)e FAt |2 f| :F |2 f|

cos(Amt) F Im(Af) sin(Amt)| . (4.29)

If f.. can be reached by both B and B but is not a C'P eigenstate, the situation is more
subtle, and will be discussed in Section 4.6.

4.5 Types of CP violation

CP violation can manifest itself in three different ways:

o CP wiolation in decay. The amplitude for a decay (charged or neutral) and its C'P
conjugate have different magnitudes, that is [A7/Ag| # 1.

e CP wiolation in mizing. The two mass eigenstates, that are C'P conjugates of each
other, cannot be chosen to be CP eigenstates, that is |q/p| # 1.

e CP violation in interference between decays with and without mizing. The phase be-
tween mixing and decay of neutral C'P conjugates is not the same, that is Im(A,,) # 0.

Each of the three types of C'P violation can occur by itself, but they are by no means mutually
exclusive.

By phase is meant phase difference, as no phase by itself has any significance as it changes
with phase redefinition. Only relative phases can be given any meaning, as they are invariant
under phase redefinition (convention independent).

26 £ ecis used as reference (trec= 0), which makes the natural and less cluttered notation ¢ instead of At.



4.5 Types of CP violation 23

4.5.1 CP violation in decay

CP violation in decay occurs when C'P conjugate decay rates differ:

[A7/Af| #1 = CP violation in decay (4.30)

and it is a result of interference between two types of phases:

Strong phases, §, from intermediate on-shell states in the decay, which appear with the
same sign in Ay and the C'P conjugated amplitude ‘AT‘

Weak phases, ¢, from complex parameters (the CKM phase in the SM) in the Lagrangian,
which appear with opposite sign (complex conjugated) in .7[7.

The amplitude of a process can be written as a sum of amplitudes, one for each diagram
contributing to the process:

Ap = Z|Ai|ei((5i+¢i), 71? — Zlﬁjlei(‘”—%)- (4.31)
i J

If only one diagram contributes to an amplitude, the change of sign of the weak phase will
not alter the absolute value of this amplitude. C'P violation in decay requires that at least
two amplitudes with different weak phases acquire different strong phases, which can be seen
from considering the difference between the square of the amplitudes:

AR = [A2 = —2 3 Aud; sin(d: — 8;) sin(d; — ). (4.32)
1,J

Asymmetries of C'P violation in decay defined as:

L _MBoH-TB=] _ 1~ [ Az Af? (433)
DT TBoH+TB =) 1+[A AR '

Such asyminetries are most often measured in charged B decays, as neutral B mesons requires
tagging?’, effectively lowering the statistics.

Observing a difference in the number of a final state compared to it’s C'P conjugate would
also constitute evidence for C'P violation in decay. However, great care has to be taken that
an observed asymmetry is not due to charge asymmetries in the reconstruction.

The possible asymmetries are (contrary to the K system, see Section 6.1.1), expected to be
large O(10%). However, these channels all have low branching ratios (O(10~%) to O(107%))28.

Furthermore, precise calculations of asymmetries are often (but no always) complicated
by long distance effects, leading to model dependence and significant theoretical uncertainties,
and it is therefore hard to relate any results to the basic parameters of the theory. However,
in some cases, when the amplitude of the diagrams involved can all be calculated and/or
measured separately, direct asymmetries may provide constraints on the CKM parameters.

CP violation in decay is sometimes refered to as direct C'P violation, which requires that
some of the C'P violating phases necessarily appears in the decay (AF = 1) amplitude.

2TThis is only true, if the neutral B meson interferes through mixing. There exist (selftagging) modes, for
which this is (to a good approximation) not the case (see Section 5.3).
*The “uncertainty principle” of direct CP violation: Branching ratio x asymmetry < O@(107°) [Jim Smith].
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4.5.2 CP violation in mixing

CP conservation requires that the physical eigenstates must be C'P eigenstates, that is q/p
is a pure phase. C'P violation in mixing occurs if this is not the case:

lla/pl #1 = CP violation in mixing| (4.34)

that is if the mixing rates between the two eigenstates are not equal.

CP violation was first observed in mixing in the neutral kaon system (see section 6.1.1),
and (eventually) measurable asymmetries are expected in the neutral B system, usually in
semileptonic decays:

. [(BY,.(t) = XtTv) —D(BY, (1) = X))  1—|q/p|* (435)
s T(BY,.(t) = Xttv) + T(BY,.(t) » X)L+ g/p[* '

Since |¢/p| depends on I'9, theoretical uncertainties from long distance QCD effects are once
again expected to complicate the extraction of CKM parameters from this asymmetry.
To first order only the top quark loop contributes, and ¢/p is just a pure phase. Contributions
from charm quark loops are expected to give O(%) contributions, and so any C'P violation
in mixing will be of this order.

CP violation in mixing is sometimes refered to as indirect C'P violation, which requires
that all of the C'P violating phases can be encompassed in the mixing (AF = 2) amplitude.

4.5.3 CP violation in the interference between decays with and without mixing

In addition to the conditions |Af,,/As.,| = 1 (no CP violation in decay) and |q/p| = 1
(no C'P violation in mixing), conservation of C'P requires that the relative phase between
Afeop/As.p and q/p vanishes. CP violation in the interference between decays with and
without mixing, sometimes abbreviated C'P violation in the interference between mixing and
decay (or simply C'P violation in interference), terms this type of C'P violation, and the
condition is:

‘Im Aep 20 = CP violation in interference (4.36)

This type of C'P violation is observed in the time dependent difference between B? and B
decays into common final states.

There are two types to distinguish between (assuming no C'P violation in mixing and
omitting accidental instances):

e If |\f| =1, one weak phase dominates, thus the difference in Eq. (4.32) is zero and the
requirement for C'P violation is Im Ay # 0.

o If |A\f| # 1, several weak phases interfere, and potentially there could be C'P violation
in decay.

4.6 Time distribution for non- CP final states

If the observed final state f... (simply denoted f in the following) can be reached by both B°
and BY, but is not a C'P eigenstate, four amplitudes and consequently two different amplitude
ratios enter the time distributions, as there are now two different final states, which are C'P
conjugates of each other.

Define the following amplitudes and ratios:

éf:A(Eoéf) } AT
Af:A(BO—)f)

sl

— A(B® = f) } A =220 (437)

4 A
Af7 Zf_: A(EO — f)

ki
p
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The reason for the choice of superscript on the A\’s will become apparent in Section 5.4.
Contrary to the originally defined Ay (see Eq. (4.22)), the violation of C'P is not implied by
AEF £ 1, but rather by A=t AT~ # 1.

Given the above definitions, the (unnormalized) time-dependent decay rates can be written
as:

F(Bt) = f) = Ne Tl I %cos(Amt) - %sin(Amt)- . (4.38)
FBt) = f) = NeTH :1 - %ﬁ_ilzm(mm) + %sin(Amt): , (4.39)
F(Bt) = f) = Ne Tl :1+ %cos(Amt) - %sm@mﬂ: . (4.40)
FBt) = f) = NeTH :1 - %ﬁi_lz cos(Amt) + % sin(Amt): . (4.41)
With no additional weak phases entering the amplitudes, |\ "AT~| = 1, and only a phase

difference between the two implies C'P violation. The overall phase of A=t and AT~ can be
written as:

ATt = AT et Nt = e~ H0=¢) (4.42)

and thus by measuring the coefficients of the sine terms in Eq. (4.38 — 4.41), the strong phase,
J, can be eliminated and the weak phase, ¢, extracted (with discrete ambiguities, see Section
5.3).

To shorten the notation and the (otherwise) long expressions in Eqs. (4.38 — 4.41), the
following notation is used:

1 — |AFTEP? 2Tm AT+
C —_— Sy = ———. 4.43
- L+ AFER 7 1+ [AFE]2 (4.43)
From the assumed (and in the SM given) relation [A=TAT~| = 1, one can derive that C =

—C_, thus only one parameter, C' = C (defined to be positive), is required. Furthermore,
by defining A = min(|]A*~], A7), Si can be written as:

2\ .
S:t = 1—|——)\2 SIH((S + ¢) (444)

The parameter A is the ratio between the interfering amplitudes (traditionally denoted r, see
Section 5). The sensitivity to the Sy terms and thus to the weak phase, ¢, increases with
A, and it is therefore crucial for the sensitivity that the ratio of amplitudes is sizable. The
B — DKr method (see Section 5.2) is based on increasing this ratio.

4.7 CP asymmetries and the angles of the unitary triangle

The three angles «, 8 and v (aka. ¢2, ¢1, and ¢3, respectively) of the unitary triangle change
sign under C'P. Consequently, any non-zero (and non-m) value of an angle is a sign of
CP violation, and they can in principle be measured directly from the asymmetries of C'P
violation in interference. While the case for /5 is straight forward, the angles « and vy are
more complicated. As it is instructive to see the examples for 8 and «, these will be discussed
shortly, before engaging in a more detailed discussion on 7y (see Section 5).
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4.7.1 Determination of 8

The angle f in the unitary triangle is the least complicated to measure of the three unitary
angles. The reason is that it can be measured in CP eigenstates, which has a single weak
phase dominating the amplitude and which has both a relatively large branching fraction and
is at the same time easy to reconstruct cleanly.

The states in question are B® decay b — c€s, at hadronic level e.g. B — J/9K?. There are
two diagrams contributing to the amplitude (see Fig. 4.3), where the first is a tree diagram
and the second is a loop diagram (a so-called penguin diagram??).

Lo

c

; Vi Ves . ;
BO{ }Kg BO{ }Kg
d d d

Figure 4.3: Diagrams for the decay b — ccs. The tree diagram (left) and penguin diagrams
(right) both contribute, but the dominant contributions have the same weak phase, which
greatly simplifies the extraction of basic parameters, here sin(2/3). It should be noted that
the single gluon in the penguin diagram (right) represents (at least) three gluons.

The tree amplitude (T') and (strong) penguin amplitudes (P%“!) combined with their respec-
tive CKM couplings yield:

A = VusVu*bPu + Vcs ;;(T—i—PC) + Vtthth = Ves c?) (T+PC_Pt) +Vus u*b (Pu_Pt)7(4'45)

— —
“tree” “penguin”

where in the second equation, the unitarity of the CKM matrix, specifically V,, V., + V. V3 +
VsV, = 0, has been used. It is convenient and common (though not in accordance with
definition) to refer to the two terms as the tree and penguin term, respectively, as indicated
in Eq. (4.45).
The ratio between the first and the second amplitude is of order unity or less, and as V.,V =
O()\?) while V,,,V* = O(\*), the first term and its associated weak phase will be dominant,

us "ub T
thus to a good approximation:

Ab— c2s) = nep(ViVial Vi Vi) (Vs Ve Ves Vi) VeVeo/ VeaVis) = =i €2 (4.46)

J

BO mixing BY decay K° mixing

where nop is the C'P eigenvalue of the final state (UBo_U/ng = —1). The approximation
that K9 is a CP eigenstate (with CP = +1) is used. This yields:

ImA(B° = J/$K2) = sin(28) + O(1073) (4.47)

Higher c¢ resonances and the KV can equally well be used, changing sign according to ncp.
As the B® — J/¢K? mode is abundant, efficient and experimentally clean, this single mode
dominates the measurement of sin(23) and has for this reason been dubbed “the golden
channel”.

2The resemblence with a penguin does not come easy, but the story behind the name is entertaining [Vai99]
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4.7.2 Determination of o

In principle, sin(2«) can be determined in the same way as sin(2(), just considering decays
of the type b — wiid, hadronically being B® decays to e.g. 777, instead.

However, contrary to the b — c¢s decay, penguin diagrams with different CKM parameters
are not Cabibbo suppressed but O(1) compared to the tree amplitude [AHR02]. Due to non-
pertubative long distance effects the relative amplitudes can not be calculated, as neither
heavy quark effective theory nor lattice QCD can be effectively applied.

For this reason, measurements of C'P asymmetries in this and similar channels can not be
directly related to sin(2«) and thus CKM parameters. The measured asymmetries have been
dubbed sin(2c,s), which varies between final states.

The problem can be solved by isospin analysis [LNQS91, SQ93]. The key observation is
that the dominant penguin diagrams are purely Al = %, since they involve a gluon (AI = 0),
while the tree level diagram have Al = % and Al = % components. If the Al = % part can
be isolated, it can be used to determine sin 2« without theoretical errors.

This procedure requires different final states, as one effectively subtracts the penguins. For
this reason the B — pr channel is more suitable, since it has three final states.

Another approach is to limit the difference between sin(2c. ) and sin(2«) by considering
the color-suppressed neutral decay — expressed in the Grossman-Quinn bound [GQ98]. For
the B — 7w mode, this does not seem to be a liable path, while in the pp case, it has proven
more effective [AJBY04].

4.8 Section summary and conclusions

Though not fundamental, effective field theory gives the basic framework of the Hamiltonian
for the mixing of the B system. Its properties under C'P transformation shows exactly the
requirements for C'P violation to occur, and it can be subdivided into three categories. The
largest and most interpretable type of C'P violation requires time-dependent analysis. In
the coherent BB production, characteristic of the 7(45) decay, such measurements require
knowledge of the flavor of the other B meson and the time between their decay.

The unitary triangle is an illustrative representation of the C'P violating quantities mea-
sured in the B system, and how they can be related to physics parameters. The three C'P
violating angles of the triangle correspond to the relative weak phase between possibly inter-
fering amplitudes. Both C'P and non-C'P eigenstates can be used for measuring C P violation,
but only the latter can be used for measuring v with Bg mesous.
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5 Methods for measuring the unitary angle v

I’ll bet you, that v will be measured before a.
[R. Aleksan, outside the LAL office at SLAC]

While the litterature is rich on methods for measuring the unitary angles § and «, the angle
v has been less courted. It is generally considered to be the most difficult to measure, and
so far only limits have been set on 7. Unlike the other angles, no C'P eigenstate directly
measures this angle, which complicates its extraction®’.

In this section the various methods for extracting v will be reviewed and their advantages and
drawbacks discussed. Then the idea of three-body decays will be presented, the advantages

and drawbacks considered, and the feasibility will be discussed in some detail.

5.1 Methods and difficulties

The extraction of v requires the interference between b — ¢ and b — u quark transitions,
thus amplitudes, which contain Vi, and V,;. Unlike the charmless case for measuring «, there
are no penguin diagrams (exactly due to the presence of the charm quark in the final state),
which greatly simplifies the method and makes it theoretically much cleaner.

The angle measured is v = arg(Ve, V., /VuaVy) = v + &, where & = arg(—Ve Vi /VuaViy)
[AKL94]. The angle ¢ is the phase of V., and arises from the unitarity triangle V,,4V,5 +
VeV + VgV = 0, which is very “squashed” (A : A : A\%). As ¢ is the angle opposite of
the small side, it is necessarily small (O(A?)), and will be neglected in the following, as is
costumary.

As the b — c transition yields a final state containing a charm quark, the b — u transition
must necessarily also do so, for interference to take place. The most abundant b — ¢ transition
leads to the hadronic decay BY — D(*)*w+/p+/af. For a b — w transition to interfere with
such final states, a éd quark pair must be produced from the W, making it a Doubly
Cabibbo-Suppressed Decay (DCSD), that is the ratio of the amplitudes is of order A\?, and
thus the interference obtained is very small (O(A?)) [DR86]. The diagrams of these decays
are shown in Fig. 5.1. Even if this is not entirely true for the B® — D**p/af (P — VV/V A)

Vi d V. d
d } ot d }D*
u c
V* W+ V* W7
5 cb z d ub w
BO{ }D‘ BO{ ¢ G } at
d d b d

Figure 5.1: Diagrams for the B® — D™~ nt/pT /af decays involving the CKM matrix ele-
ment product V;V,q, denoted b — ¢ transitions (left), and V', V.4, denoted b — w transitions
(right). The interference occurs through mixing (sketched) in the right diagram, and the
interference term is of order \2.

case3!, where only coefficients (but 18(VV)/15(VA) of them) of singly Cabbibo-suppressed
interferences are needed [LSS00], the smallness of the amplitude ratio remains troublesome.
This obstacle can be somewhat overcome by considering decays, where both quark transi-
tions are (singly) Cabibbo-suppressed. Whereas the b — ¢ transition becomes suppressed in
producing a us pair from the W, the b — u transition (already suppressed by this transition)

30This is only true for the BY system. In the BY system, the CP mode BY — p° K2 measures v [Dun95].
31The notation, describing particle spin properties, is Pseudo Scaler (P), Vector (V) and Axial Vector (A).
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is not CKM-suppressed any further from producing an s quark, since V.s ~ 1. Thus the
two amplitudes are or order A\* with an enhanced interference as a result. Hadronically, this
corresponds to the decays Bt — D°/DYK ™, the diagrams of which are shown in Fig. 5.2.

5 _ V.
W w N w+ c
] Vih _ b Vs ;
b cYy__ 5
B+{ }DO }K+
u u u u

Figure 5.2: Diagrams for the BT — D?%/DYK* decay involving the CKM matrix element

product V;V,,, denoted b — c transitions (left), and V5V, , denoted b — wu transitions
(right).

Here the two amplitudes interfere via C'P eigenstates of the D meson, defined as:

1 _
DYp_ ., = %(DOiDO). (5.1)

As mixing and C'P violation in the D system is known to be small [PDG02], and in the SM
believed to be very small [Nel99, FGLP02], it will be neglected in the following.

Gronau and Wyler (GW) [GW91] originally proposed to use this decay mode. By also
measuring the flavor specific amplitudes, the relative phase (containing both a strong phase
and 7y) can be extracted through a triangle relation (see Figure 5.3). By measuring the CP
conjugated mode, for which the weak phase v changes sign in the amplitude, the strong phase
can be eliminated.

ABT—> D) VZA® —> D¥K)

/

VZAB*T— D)

A(B — D%")

ABT— D%*) = AB — D%")

Figure 5.3: Ilustration of the original Gronau-Wyler (GW) method. By measuring all the
amplitudes of the decay BT — D?C K *, one can extract .

Though of equal order in A\, the b — wu transition amplitude is color suppressed, i.e.

the color singlet, W* boson, has to decay into a quark pair with a color-anticolor that
matches that of the original B meson, naively suppressing the amplitude by a factor of 1/N,.
Recent observations of color-suppressed decays [BELLE02, BABARO3b] verify this ratio of
amplitudes [NP01], and thus suppression is expected for internal spectator diagrams (see
diagram 5.2 (right)).
In addition, the ratio of CKM couplings is |V Ves|/|VesVus| = Vp? +n? = 0.41 £ 0.07,
which further suppresses the b — u transition®”. Given these values, one naively expects the
amplitude ratio r = |A(Bt — D'KT)/A(BT — D°K*)| = |A(b — u)/A(b — ¢)| to be only
about 0.41/3 ~ 0.14.

32This is a case, where the terminology of expressing suppression using orders of X has its limitations, as the
1 <> 3 CKM couplings are not simple multiples of A.
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Furthermore, this method requires reconstruction of D° mesons into C'P eigenstates, which
are Cabibbo-suppressed.

However, apart from the above mentioned obstacles, the original GW method suffers from
an inherent problem, in that it is not possible to extract the b — u amplitudes (see Fig. 5.3)
from the branching fractions of the decays. In this statement it implied that only hadronic
modes are considered. Semileptonic decays can be used, as they are very flavor specific, but
their use is experimentally very hard.
The problem is the interference with the DCSD of the D? (i.e. D — K*7~) of the b — ¢
amplitude. Such a decay yields the same final state as the regular b — u decay, and therefore
interference occurs. Though this is seemingly a small effect, the fact that the b — w transition
is suppressed makes it an O(1) effect [ADS97]. Thus the original GW method does not work.

In an attempt to avoid this shortcomming of the original GW-method, two suggestions
were made. Omne method is to simply use the two combined rates and two asymmetries
[Gro98|:

RE, = BR(B" = DYp,K")+BR(B™ — Dlp, K") (5.2)
A%, = (BR(BY" - DYp,K")~BR(B~ — D%p. K ))/Rip (5.3)

from which the quantities 7, § and 7 can be extracted (four observables and three unknowns).
This method does not have the problem with the amplitude interference, but still requires
the reconstruction of the D? into both CP = +1 and CP = —1 eigenstates.

Another and more refined proposal is to take the DCSD interferences into account, sug-
gested by Atwood, Dunitz and Soni (ADS) [ADS97]. The method does not require a mea-
surement of these modes in themselves, only their interference. However, at least two modes
(one non-C'P) are needed to make up for the lack of observables, thus the extraction is less
constrained.

Finally, both the (new) GW and the ADS-methods (and any other two-body method) are
subject to an eight-fold ambiguity in the solution for v due to a priori unknown strong phases
[AKL94, Sof99] (see Section 5.6). As a result, obtaining satisfactory sensitivity requires very
high statistics and necessitates the use of as many decay modes, each with different strong
phases and therefore different ambiguities (see Fig. 5.8). It may happen, that some of the
ambiguities fall on top of each other, independently of the number of particles in the final
state. However, this is a favorable scenario, which cannot be expected.

In general, given the B~ — D°/D°K~ decay mode, the aim is to reconstruct final states
where the overlap between D® and DO is the greatest, thus preferably modes, which are
equally accessible. While C'P modes are the obvious choice, others can also be used, such as
e.g. DY — K+ K*~ [GGSZ03a], though they have a low branching fraction.

Three-Body decays of the DY can also be used [GGSZ03b], though care has to be taken,
as their CP content changes across the Dalitz plot. One advantage is that the mode D° —
K77~ is very abundant (5.92 & 0.35% [PDGO02]), and the overlap between the D° and D°
significant (Br(D° — K%0%) = 1.47 £ 0.29%). Its use requires a good mapping of the Dalitz
distribution, but this can be obtained from other sources (e.g. D** — D%t), for which clean
large statistics samples exist. From the variation of the strong phases, some of the ambiguities
can also be eliminated (see section 5.6).

Finally, the decay mode B® — D°/DYK(*) has been proposed [GL91], as here both
the b — ¢ and b — u are color suppressed, and hence of similar magnitudes (albeit small),
resulting in a larger asymmetry. While the B® — D°/DYKY mode requires tagging and may
be hard or at least efficiency-costly to fit in time due to longlived final state particles®, the
K* - K—7t mode is selftagging and can measure the amplitude ratio.

The situation is summarized in Figure 5.4, where the amplitudes and branching fractions
for the different methods are shown.

33Determining the B vertex may be hard, but not impossible, as it has been done for the K27° mode [Far03].
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Figure 5.4: The amplitudes (left scale) and branching fractions (right scale) for the various
decay modes involved in measuring . For each mode (labelled at the top) the size of the
b — ¢ (left) and b — wu (right) amplitude/branching fraction is shown, with the corresponding
asymmetry illustrated by a triangle (see Fig. 5.3) at the bottom.

Other methods involving B — K7 modes related by SU(3) flavor symmetry have been
proposed [GRL94, BF99, Neu99], but these are troubled by electroweak penguin contributions
and the reliance on SU(3) symmetry, which is known to be correct only to about O(30%)
on average [CKMO03]. Though these modes are interesting, as they can potentially reveal
CP violation, they will not be considered in the following, as their reach on  is most likely
limited.

5.2 Extracting 7 from B — DKn7 decays

St nous ne trouvons pas des choses agréables, nous trouverons du moins des choses

nouvelles.

If we do not find anything pleasant, at least we shall find something new.
[Voltaire, 1694-1778]

Apart from the problem of not having any C'P eigenstate leading to a measurement of =,
the largest difficulty is the difference in amplitude between the final states originating from
the b — ¢ and b — w transitions, which is caused by the ratio of CKM-factors and color
suppression. While the first cause can inherently not be cured, the second can be overcome
by considering three-body decays, that is decays of the type B — DK (see Table 5.1).

Of the nine possible D K7 final states, there are three for which have interference between

the b — ¢ and the b — v amplitudes and where the latter is not color suppressed, namely
B* 5 D'K*7% B 5 D'K+7~, and B - DTKx*.

The B* - DPK* 70 decay is much like the original GW-mode, but the additional 7° in the
final state allows for a b — w transition, which is not color suppressed, when the DK+
is produced from the W+.

The B? - DTK%r* decay has no predecessor, as there exists no corresponding two-body

decay, which is accessible through both b — ¢ and b — u transitions3*.

34The decay B® — DT KT is very flavor specific, as the opposite charge combination can only be reached
through annihilation, which is quite suppressed.
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Mode Features Advantage/Challenge
Bt — EO/DOKOW"' b — u color suppressed

BT — DY/D°K*7® Non-suppressed interference DY, _ ., includes 7°
Bt - D K'™rnt No interference

BT - DTK*r~ No interference

BT — DYK%%" No interference

BY — DY/D°K%7%  Color suppressed

B’ — DY/D°K*n~ Non-suppressed b — u interference D% p — 11> equal amplitudes
B® —» DFK*nr0 No interference

BY - DFKOn* Non-suppressed interference Time dependent analysis

Table 5.1: Possible three-body B — D Km modes. In three of the modes, there is interference
and the b — u amplitude is not color suppressed.

The B? - DYK* 7~ decay is a generalization of the B — DYK* mode, however with the
realization that the b — u transition is not color suppressed when considering the entire
Dalitz plot. The same is not true for the b — ¢ amplitude, which leaves the possibility
that the amplitudes are truely of the same order (r ~ 1).

As the BY — DYK *7~ mode is selftagging (the charge of the kaon determines the flavor of

the B%) and interferes through C'P eigenstates of the DY, the analysis required for extracting
7 is very similar to the analysis of the B¥ — D°K*70 mode, and the two modes will be
treated concurrently. However, in order not to clutter the formulae, only one mode (here the
B* - DYK*7° mode) will be treated, and the other, B — D°K*+7~, will only be mentioned
when differences between the two modes occur.
The B° - DTK%* mode does not require the reconstruction of D° C'P modes and does
not suffer from the problem of DCSD interference. However, here a time-dependent fit and
thus tagging is required, thus this analysis is very different from the two others, and will be
treated separately.

Although modes where one or more of the three final state particles is a vector can also
be used, for clarity and simplicity only the pseudo-scalar cases are discussed here (including
a vector introduces three helicity states, which have to be separated by angular analysis).

5.3 Extracting v from BT - D°K*7° and B° - D°K*7~ decays

The two decay modes, B* — DYK*7% and B® - DK 7~ are similar in that they have
interference through the C'P eigenstates of the D. However, the diagrams leading to these
two final states are different (see Fig. 5.5 and 5.6), resulting in different (and yet unknown)
branching fractions and amplitude ratios.

e e
Z} m° w+ S}DO

b c 5 Vi a
s S B, S

Figure 5.5: Diagrams for the BT — D°/DK* 7" decay, via the b — ¢ transitions (left) and
the b — wu transitions (right).
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Figure 5.6: Diagrams for the B — D%/DK*x~ decay, via the b — ¢ transitions (left) and
the b — wu transitions (right).

Due to the absence of color suppression, both interfering amplitudes are large. As a result, the
contamination from DCSD of the D® meson are relatively smaller than for the corresponding
two-body modes, though still there. However, should the b — u amplitude be unexpectedly
small, one could still carry out this analysis described by taking DCSD into account [ADS97].

m?(D°K*)

m’(D°K*)

Figure 5.7: Two points on sketch of Dalitz plot. As the dynamics behind these two decays is
different, their strong phase is also likely to be so. This can be used to resolve ambiguities
(see text).

While the daughters of two-body decays have fixed back-to-back momentum, three-body
decays are not as constrained, as the momentum of daughters can vary. However, once the
momentum of one daughter has been chosen, the momentum of the others is fixed. Though
this is only one degree of freedom, three-body decays are often represented in two dimensional
plots (named Dalitz plots [CDD56, Jac02]), spanned by the invariant mass of any two pairs
of daughters (see Fig. 5.7). In such Dalitz plots, resonances (i.e. quasi two-body decays) are
lines, and the second degree of freedom is the helicity of the resonant state. In the following,
the two Dalitz variables are collectively denoted £. One advantage of Dalitz plots is, that the
size of the phase space is proportional to area in the plot.
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Selecting a particular point i in the Dalitz plot (represented by the two invariant masses, e.g.
m%o s+ and méiwo, see Figure 5.7), Eq. (5.1) implies the relations:
Ai(BY = DYp_ K1) = (A4i(BT — D°K*n°) £ A4;(BT — DK r"))

Ai(B~ = DYp_ K~ %) = (A4i(B~ = D°K~n°) £ A;(B~ — D°K~7")). (5.4)

Sl Sl

The amplitudes corresponding to the transitions in Fig. 5.5 can be written as:

Ai(BT = D K70 = Agec: , Ai(BT — D'K*7%) = Ayeiuie,
Ai(B- = DK 7% = A¢,etc: . Ai(BT = DK %) = Ayefie ™ (5.5)

where 7 is the relative phase of the CKM matrix elements involved in this decay, and A¢ (Ay)
and d¢ (dy) are the modulus of the amplitude and C'P conserving strong interaction phase
of the transitions of Fig. 5.5 left (right). The amplitudes, A¢; and Ay;, in Eq. (5.5) can be
obtained from the measurements of the B meson decay widths

(BT - D°K*n%) = Ty(B™ — DK %) = A¢?
Iy(BY - D°K™n%) = T'y(B™ = DK~ 7% = 4,2 (5.6)
Eq. (5.4) implies
20 (BT = Dp_ o KTn%) = Ac? + Ay? 4+ 2A¢; Ay cos(AS; + )
0B~ = Dep_y K 1) = Aci + Aui £ 2A¢;Au; cos(As; — ), (5.7)

where Ad; = 6y; — d¢;. Thus, by measuring the widths in Eq. (5.6) and (5.7), one extracts
sin? y from

siny = % <1 —CC + \/(1 —02)(1 —62)> : (5.8)

where C' = cos(Ad; + ) and C = cos(Ad; — v). Thus in the limit of very high statistics, one
would extract sin?~ and hence v for each point i of the Dalitz plot.

However, in every point of the Dalitz plot, v is obtained with an eight-fold ambiguity in
the [0, 27] interval, which is a consequence of the invariance of the cos(Ad; £ ) terms in Eq.
(5.7) under the three symmetry operations [Sof99]:

Sex LY = A(Sl A(Sl —
Ssign 1 Y= =Y Ad; — —Ab; (5.9)
St ¢ y—=g+nw Ad; — Ad; + .

However, an important benefit is gained from the multiple measurements made in different
points of the Dalitz plot. When combining results from different points (or different modes),
which are likely to have different strong phases Ad;, the ambiguities related to the strong
phase can be eliminated, as is sketched in Fig. 5.8. This variation can either be due to the
presence of resonances or because of a varying phase in the non-resonant (NR) contribution.

In particular, the exchange symmetry S., is numerically different from one point to the
other, which in effect breaks this symmetry and resolves the ambiguity. Similarly, the S,
symmetry is broken if there exists some a priori knowledge of the dependence of Ad; on the
Dalitz plot parameters. This knowledge is provided by the existence of broad®® resonances,
whose Breit-Wigner phase variation is known and may be assumed to dominate the phase

3By broad resonance are meant those that can be resolved by the detector resolution (typically 3 — 5 MeV).
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Figure 5.8: Tllustration of ambiguity resolving. Given two results for y (left and middle plots),
each with four ambiguities which lie differently, due to different strong phases, the combined
result only has two (fully unresolved) ambiguities (due to Sy).

on

variation over the width of the resonance. To illustrate this, let 7+ and 7 be two points in the
Dalitz plot, corresponding to different values of the invariant mass of the decay products of
a particular resonance. For simplicity only one resonance is considered. One then measures
cos(Ad; £ y) at point 4 and cos(Ad; + «;; & ) at point j, where «;; is known from the
parameters of the resonance. It is important to note that the sign of a;; is known (contrary
to the sign of Ad;), hence it does not change under S,,. Therefore, should one choose the
Ssign related solution cos(—Ad; F y) at point 4, one would get cos(—Ad; + «;; F ) at point
j. Since this is different from cos(Ad; + a;; & v), the S, ambiguity is resolved. This is
illustrated graphically in Eq. 5.10:

cos(Ad; =) Pt} cos(—Ad; F )
BW | o | BW (5.10)
sign

cos(Ad; + ajj £) /> cos(—Ad; + aij F )

Thus, broad resonances reduce the initial eight-fold ambiguity to the two-fold ambiguity
of the S; symmetry, which is not broken. Fortunately, S leads to the well-separated solutions
v and v + 7, the correct one of which is easily identified when this measurement is combined
with other measurements of the unitarity triangle.

5.4 Extracting v from B°—DTKr* decays

The B? — DTK%* mode is very different in many respects, and mostly resembles the
BY — D*7F mode, though with a far greater asymmetry. The leading (i.e. color-allowed)
diagrams for the decay are shown in Fig. 5.93.

As the final states interfere through mixing, the weak angle extracted is 28 + v and
requires a time-dependent analysis. This changes the analysis with respect to that of the
B* - D'K*7% and B® — DK 7~ modes, but the idea is essentially the same and many
aspects alike.

Selecting a particular point ¢ in the Dalitz plot, the amplitudes and their C P conjugates

corresponding to the b — ¢ and b — u transitions shown in Fig. 5.9 can be written as3:

Ai(BY = D K%t) = Ac;eci, Ai(B = D Kt) = Ay efuie ™,
Ai(BY = DYK% ™) = Ayefuie, A;(B° — DTK'7r) = Ag;eiei,
36Throughout, the neutral kaon will be denoted K°, as its reconstruction is done into the K2 state only.

3"Note that the same notation is used here as in the previous section, though the actual values are not
necessarily the same.

(5.11)
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Figure 5.9: Diagrams for the B — DTK%7* decay involving via the b — ¢ transitions (left)
and the b — wu transitions (right).

where 7 is the relative phase of the CKM matrix elements involved in this decay, and A¢ (Ay)
and d¢ (0y) are once again the magnitude of the amplitudes and C'P conserving strong inter-
action phases of the b — ¢ (b — u) transition, respectively. The time dependent Probability
Density Functions (PDF) of the four decay types are:

f(B® = D™K%%");, = Ne Vl[1+C;cos(Amt) + S; sin(Amt)], (5.12)
F(B® = D™K°x); = Ne "IU[1 - C;cos(Amt) — S;_ sin(Amt)], (5.13)
F(BY = DYKn7); = Ne TW[1 — Cjcos(Amt) + Sy sin(Amt)], (5.14)
F(B®° = DTKn); = Ne "W [1+C;cos(Amt) — Siy sin(Amt)] . (5.15)

where the amplitude ratio A\; * = A;(B® - DK% ")/ A;(B® — D~K°r) and the coeffi-
cients depend on the position in the Dalitz plot, 7, as:

I el W
R

2NEF[sin(A%; £ (28+7))
L+ X572

C; = S = (5.16)

From the total number of events in each of the four final states Egs. (5.12-5.15) and a global
fit of their time dependence, it is possible to extract the four quantities, Cj, S;—, Si+, and the
overall normalization. From this one obtains:

sin?(26 4+ 79) = % (1 + S+ Si- + \/(1 - S2)(1 - S§)> (5.17)

Hence, in the limit of very high statistics, one would extract sin?(23-++) for each point i of the
Dalitz plot. However, for every point of the Dalitz plot, 28 + v is obtained with an eight-fold
ambiguity in the range [0, 2], because of the invariance of the sin(Ad; & (28 + 7)) terms in
Eq. (5.16) under the three symmetry operations (which are different from the previous case,
except for Sy ):

Sep ¢ 2B+y = w/2 =A% , Al — /2 (26+7)
Sie i 284y o —(2647) . A6 =7 — AS; (5.18)
Se i 284y 2ty , A& ASG+7

Once again, when the multiple measurements made in different points of the Dalitz plot are
combined, some of the ambiguity will be resolved, in the likely case that the strong phase
Ad; varies from one region of the Dalitz plot to the other, just as for the B* — DK *70 and
B? - DKz~ decays.

The variation of the strong phase breaks the S;/; symmetry and also the Sr_, if the
direction of change of AJ; is a priori known, which is the case for a (broad) resonance. As
always, the S; symmetry remains unbroken, leaving the well-separated solution 23 + v + .
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5.5 The Finite Statistics Case

Since experimental data sets will of course be finite, one cannot extract vy at every point of
the Dalitz plot, and thus one is required to describe the variation of amplitudes and strong
phases with ¢ using a limited set of parameters. The consistency of this approach can be
verified by comparing the results obtained from fits of the data in a few different regions of
the Dalitz plot, and the systematic error due to the choice of the parameterization may be
asserted by using different parameterizations.

A fairly general parameterization assumes the existence of Np Breit-Wigner resonances,
as well as a non-resonant contribution:

Ng
A o) = (Acole) o0 + 3 ey, (6) s ) 50
J

Ngr
Ae(b—Tcs) = (Am(g) e U0 +3 " Ay By, (€) ei%> 0u(&) it (5.19)
J

where ¢ represents the Dalitz plot variables, Bs; () is the Breit-Wigner amplitude for a particle
of spin s;, normalized such that [ |By; (€)[?d¢ = 1, Ay and 0y [Ac and d¢] are the magnitude
and CP conserving phase of the non-resonant (subscript 0) or j* resonant (subscript 7)
b — ucs [b — cus] amplitude, and ¢ is the weak phase, be it v (for the B* — D°K* 70 and
B — D°K*r~modes) or 28 + v (for the B — DT K%7* mode), which changes sign under
CP conjugation (i.e. interchanging quarks and anti-quarks in Eq. 5.19). The functions d¢ ()
and 0/ (£), or rather their difference, Ad(§), as only this can be measured, may be assumed
to vary slowly over the Dalitz plot, allowing their description in terms of a small number of
parameters.

For the B* — D°K*7% (and B — DK *7~) mode(s), Eq. (5.1) again implies

Ae(B* = Dp_ K*1°) = 1 (,45(3i — D°K*1%) £ A¢(B* — EOKiw°)>, (5.20)

V2

from which a PDF can be constructed:

PE) = NP, (5.21)

where the amplitude A ¢(f) is given by one of the expressions of Egs. (5.19) and (5.20), or
their C'P conjugates, depending on the final state f.

5.6 Resonances and Ambiguities

Resonances may contribute to the three final states in question. Obvious candidates are
broad D** and D;‘*i states. However, only the ones which can decay as D**0/% — DO70/%
and D*** — DO/*K*/0 are relevant for the final states of interest. This exclude the 17 states,
which would decay to D*r/K states. Furthermore, since the D;‘*i is essentially produced
through a W, the 2% state is forbidden as well, thus one does not expect a large contribution
from these states.

Including such resonances in the analysis does not raise particular difficulties and would

further enhance the sensitivity of the 7 measurement. Similar arguments can be made for
higher excited K states.
One also expects narrow resonances, such as the D*(2007) and a narrow D** states, to
be produced. However, as pointed out in [CLYO198] and seen in the Dalitz plot of Fig. 5.10,
these resonances do not overlap®, and hence one cannot expect large interferences useful for
constraining the phases of the resonances (as in e.g. the B® — pTn¥ case).

0/+

38Qverlap is obtained, when including the scalar K (1430), but it does not seem likely to be very abundant.
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In addition, the interference between a very narrow resonance and either a broad reso-
nance or a non-resonant term is suppressed in proportion to the square root of the narrow
resonance width. Therefore, narrow resonances contribute significantly to the C'P violation
measurement only if both the b — ¢us and b — Wcs amplitudes proceed through the same
resonance. This scenario is very favorable, but is not necessary for the success of the methods,
and will therefore not be focused on in the rest of this study.
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Figure 5.10: Dalitz plots obtained from simulation of B and B~ decays into all final state,
D'K*7% DOK*#0, and D%P:ﬂKiWO. Along with non-resonant contributions, the reso-
nances K*°, D*0 and D}* are shown. Unfortunately, the most abundant resonances sit at
the very edge of the Dalitz plot, and do not overlap.

While any number of resonances can be included in the analysis, in the following only
one will be considered. For concreteness, the resonance is taken to be the K**/ 0(892). For
simplicity, the { dependent non-resonant amplitudes and phase difference, A¢y, and Ad &),
were taken to be constant. This is a serious simplification, as one avoids modelling the non-
resonant contribution. However, the main point is to see, whether sensitivity can be obtained,
given an overlap between the b — ¢ and the b — w contributions. For this purpose, a flat
non-resonant contribution serves well. While simplifying the analysis, it is at the same time
a conservative choice, as this means that the method is not dependent on the size of an in-
terfering resonance, which in reality might enhance the sensitivity significantly.

Including resonances, the discussion of ambiguities gets slightly more complicated. The PDF
of the time-independent analysis Eq. (5.21) now depends on four cosine terms that are mea-
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sured (in a time-dependent Dalitz fit):

¢t = cos(Ady )
k., = cos(Ady — Adge — Adg-(€) £7), (5.22)

where Adg+(£) is the £ dependent K* Breit-Wigner phase of By, (see Eq. (5.19)). The cosines
& (cf(*o) arise from interference between the non-resonant (resonant) b —
and the non-resonant b — wcs amplitude.

The phases Ady, Adg =, and 7 are all a priori unknown. However, it is important to note
that Adg~ is fully determined from the interference between the resonant and non-resonant
contributions to the relatively high statistics b — ¢us mode, thus interference between two
components of the same decay mode. Therefore, Adx+ is obtained with no ambiguities, and
with an error much smaller than those of d;;¢ or 7. Consequently, the only relevant symmetry
operations are

cus amplitude

Sex Y = Ady s Ady — vy

Ssign 1 Y~ , Adg — —Adg

Sx A R A , Adg— Adg+m (5.23)
Se{f*"' oy — Adg — Adg+ , Ady = v+ Adg+

Se{f*_ : 7—>—A50+A5K* , Adg —>—’Y+A5K*.

As discussed above, only S, is a symmetry of all four cosines of Eq. (5.22), and is there-
fore irreducible. Under (combination of) the symmetry operations SX ™+ SK™= the cf(*o
ambiguities can be hard to resolve, as the BW phase at the tails of the K* resonance only
vary slowly and take values around 0 and w. This leads to approximate invariance under
these symmetries. The transformation properties of the cosines under combinations of the
remaining four operations that can lead to an ambiguity are shown in Table 5.2.

Term Gl cheo cgeo  Tem ey ey cheg
Operation  Non-resonant regime Operation Resonant regime
Sex v vV St v v o W)
Seiga v oV Sex ~ v V)V
SexSsign vV v Se 8K &) )

Table 5.2: Invariance of each of the cosines of Eq. (5.22) under combinations of the symmetry
operations of Eq. (5.23), excluding S;. Full/approximate invariance is indicated by a // (/).

Observing that no single operation in the Table 5.2 is a good symmetry of all cosines,
one identifies two different regimes: In the non-resonant regime, interference with the non-
resonant b — ¢u3 is dominant, and only S,, and Sien may lead to ambiguities.

In the resonant regime, the K* amplitude strongly dominates the b — ¢u3 decay, and

SE™+ and SE"~ become the important ambiguities.
In the transition between these regimes, the operations of Table 5.2 do not lead to clear
ambiguities, as has been verified by simulation (See Section 5.7). Thus, while naively one
may expect a 2°-fold ambiguity, in practice the observable ambiguity is no larger than eight-
fold, with only the two-fold S; being fully unresolved, in the likely case of non-negligible
resonant contribution.

Furthermore, although one may write down more products of the operations S, S,
SE™+ and SK"~ only the products listed in Table 5.2 result in full or partial invariance of
both cosines which dominate the same regime. The additional products do not result in any
noticeable ambiguities. Similar arguments hold for the time-dependent mode, B® — DT K7™,
only here the trigonometric functions are different, and thus so are the symmetries.
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5.7 Simulation Studies and Measurement Sensitivity

The PDFs Egs. (5.12-5.15) can be used to conduct a full data analysis. Given a sample
of N, signal events, v and the other unknown parameters of Eq. (5.19) are determined by
minimizing the negative log likelihood function

Ne
x> = -2) logP(&). (5.24)

=1

where &; are the Dalitz plot variables of event . However, before engaging into such an
enterprise, simulation of the analysis seems in place. By generating the (roughly) estimated
number of events, and then fitting these with the models above, not only the sensitivity of
the methods can be estimated, but also their dependence on the various parameters can be
determined.

In what follows, important properties of the methods are discussed by considering the illus-
trative case, in which the b — Tcs decay proceeds only via a non-resonant amplitude, and the
b — ¢u3 decay has a non-resonant contribution and a single resonant amplitude.

To study the feasibility of the analysis using Eq. (5.24) and verify the predictions of Sec-
tion 5.6, simulations of both the time-independent B* — D°K*7% and the time-dependent
B% — DF¥K%r*analysis were conducted.

As very little is known about three-body decays of the B meson in general, especially
those which are Cabibbo-suppressed, the only experimental inputs are the resonant two-body
decay branching ratios (see Table 5.3), which have only recently been measured or for which
limits have been set [PDGO3]. In the simulations conducted, the branching fractions used
were counsistent with the values listed in Table 5.3.

Final state Two-Body mode Br (x10~%)

B* - D'K*r Bt - DK*(892)F 6.1 +2.3
B* — D*(2010)° K*(892)* 72+34

B’ D'K*n~ B°— DY'K*(892)° 0.48 £0.12
BY — DYK*(892)° < 0.18(90%CL)

BY — D*(2010)°K*(892)° < 0.68(90%CL)

BY — D*(2010)°K*(892)° < 0.48(90%CL)
B+ DTK* B — D-K*(892)*" 3.7+1.8

BY — D*(2010)~ K*(892)* 3.8+1.5

Table 5.3: Branching fractions (or limits) on quasi two-body decays with the same final state
as the three-body decays in question [PDGO3].

For the simulation, events were generated according to the PDFs of Eq. (5.21) for the B* —
D°K*7% mode, and Egs. (5.12-5.15) for the B’ — DT K%7* mode, with the base parameter
values given in Table 5.4.

Parameters with a tilde denote the “true” values used to generate events, while the corre-
sponding plain symbols represent the “trial” parameters obtained from the simulation. The
only non-vanishing amplitudes in the simulation were the non-resonant amplitudes in the
b — tus and b — ucs decays, and the K* resonant b — ¢us amplitude. For simplicity,
additional resonances were not included in this demonstration. However, (broad) resonances
that are observed in the data should be included in the actual data analysis. This is conser-
vative, as broad resonances tend to constrain the fit. The simulations were conducted with
a benchmark integrated luminosity of 400 fb~!, which each of the B factories plan to collect
by about 2006.
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Parameter Value | Parameter Value
o 1.2 I5} 0.4
Afi(f) 0 {Iuo/;lgo 0.4
A(S{(* 1.8 ACIS* [Aco 1.0
Aby  04/10 | Aex. ~BrxTg

Table 5.4: Base parameters used to generate events in the simulation. The value of Ac g is
chosen so as to roughly agree with the measurement of the corresponding branching fraction
[PDGO3], taking into account the K** branching fractions. The value of duo used for the
B* 5 DYK*7% mode was 0.4, while it was 1.0 for the B — DT K%r* mode, in order for the
ambiguities not to fall on top of each other.

Mode of B — DYK*x0 Nagnar | Mode of BY— DTK'7r* N,
BT - D°’K*n" =B~ - DK 7" 1305 | B - D K" 112
BT - D'K*tn® =B~ - DK% 103 | B® - DTK~ 111
Bt - DY, Ktn® 186 | B - DTKn~ 33
B~ —»D}p_ K n° 234 | B> - D K" 33

Table 5.5: The numbers of events obtained by averaging 100 simulations using the parameters
of Table 5.4 and the reconstruction efficiencies listed in the text for an integrated luminosity
of 400 fb~!. Note that the B — DF¥K%z* events are perfectly tagged.

The final state reconstruction efficiencies were calculated based on the approximate capa-
bilities of current 7'(4S) detectors. The efficiency was assumed to be 80% for #* and 70% for
K#*, both including particle identification. A reconstruction efficiency of 60% was assumed
for 7° and 50% for K? including branching fraction to 777 ~. The product of reconstruction
efficiencies and branching fractions of the D?, summed over the final states K7+, K~ ntr?,
and K ntn 7", was taken to yield an effective efficiency of 6%. Using the CP-eigenstate
final states KTK~, ntn~, Kgn°, and Kgp°, the efficiency for the sum of the Dop—- final
states is 0.8%. Similar considerations for the DT, reconstructed only into the final state
K—nT7n T, yielded 4%.

In addition to these (in)efficiencies, the overall number of events was further reduced by
25% for both modes, in order to approximate the effect of background suppression. Further-
more, the tagging efficiency (ability to determine the flavor of the other side BY meson) used
for the B — D¥ K7t mode was 27%.

The numbers of signal events obtained in each of the final states with the parameters of Table
5.4 and the above efficiencies are listed in Table 5.5.

The distribution of events in the Dalitz plot can be seen in Fig. 5.10 (for the B* — DK+ 70
mode), where additional resonances (between DK and D) have been added for illustration.
The generated events are then fitted with the corresponding PDFs by minimizing the x? of
Eq. (5.24). Generally all parameters are left floating in the fit. It has been verified, that,
given enough statistics and/or repeated enough times, the fit obtains the correct input values
for all parameters. It has also been checked that the output values of the fit does not depend
on any of the other input parameters. Other checks have also been performed to ensure that
the simulation works properly.

In Figs. 5.11 through 5.13, is shown the dependence of x? on the values of v and Ady, the
weak and strong phase, respectively, for the decay B* — DYK*r0.

For each of the figures, a one-dimensional minimum projection x?(y) = min{x?(vy, Ady)} is
also displayed, showing the smallest value of x? for each value of 7. As the strong phase is
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unknown, this figure shows the sensitivity to . In both types of plots, the smallest value of
x? is shown as zero (white), and the edge of the white area roughly corresponds to 2.50.

In the first two figures (Fig. 5.11 and 5.12), the resonant and non-resonant b — ¢ contri-

butions, respectively, have been set to zero, as these examples are very instructive, while in
the final simulation (Fig. 5.13) a more realistic simulation is performed with the parameters
of Table 5.4.
At each point in these figures, x? is calculated with the generated values of the amplitude
ratios Ayg/Aco = Ayg/Acy and Acg-/Acy = Ack-/Acy. This is done out of time con-
straints, as scanning the entire plane would otherwise be too time consuming, for this purely
illustrative exercise.

When these amplitude ratios are determined by a fit simultaneously with the phases, the
correlations between the amplitudes and the phases are generally found to be less than 20%,
and it has been tested, that the difference between the two approaches is small. Therefore,
the results obtained with the amplitudes fixed to their true values are sufficiently realistic for
the purpose of this demonstration. The estimated sensitivity of the method is of course based
on fits where all parameters are left floating.

2D Likelihood scan 1D Likelihood scan

(a) (b)
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31
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Figure 5.11: (a) x? for the B* — D°K*7Y decay, as a function of v and Ady, with the
parameters of Table 5.4 and no resonant contribution (A¢g- = 0). (b) Minimum projection
of x? onto v, with the eight degenerate ambiguities clearly visible (and labeled). The edge of
the white area roughly corresponds to 2.50.

Fig. 5.11 shows results from a simulation obtained with the parameters of Table 5.4, but
with A¢g+ = 0. With no resonant contribution and thus no changing strong phases, the
eight-fold ambiguity of the perfect non-resonant regime is clearly visible. This is the typical
case for two-body final states.

Fig. 5.12 is obtained with the parameters of Table 5.4, but with A¢y = 0. With no non-
resonant b — ¢us contribution, the eight-fold ambiguity of the perfect resonant regime is
seen. The ambiguities corresponding to approximate invariance are clearly resolved, with the
doubly-approximate SX"+SK"= ambiguity resolved more strongly.

Fig. 5.13 is obtained with the parameters of Table 5.4 and shows the combination of
the two former cases. With equal resonant and non-resonant b — ¢us amplitudes, only the
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Figure 5.12: (a) x? for the B* — DYK* 7% decay, as a function of y and Ady, with no non-
resonant b — ¢us contribution (flcO = 0). For illustration, the value dx- = 1.2 is used, such
that ambiguities do not overlap and thus can be seen. All other parameters are those of Table
5.4. (b) Minimum projection of x? onto +y, with the eight resonant and somewhat resolved
ambiguities visible (and labeled).

(a) (b)

2D Likelihood scan 50 25 1D Likelihood scan

r Ssignsn Ssign
45 225 lsexss'gnsn J SaSgn
o wf | |

=
N
o

— 0

0 2

312 2n

e m
Weak phase y Weak phase y

‘ Full simulation ‘

Figure 5.13: (a) x? for the B* — D°K*7Y decay, as a function of v and Ady, with the
parameters of Table 5.4. (b) Minimum projection of y? onto v with the eight partially
resolved ambiguities indicated.

non-resonant regime ambiguities are observed, due to the relative suppression of the reso-
nant interference terms (discussed in Section 5.6). Nonetheless, the cli(*o terms are significant
enough to resolve all but the S; ambiguity. S, is more strongly resolved, since it leaves
neither of the cli(*o terms invariant.
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Repeating the exercise for the decay B®— DT K%zt with all the parameters of the simu-
lation as in Table 5.4, the result of the time-dependent fit is shown in Fig. 5.14. Once again
the minimum projection onto the axis of the weak phase (this time 23 + ) is also shown.

(a) (b)
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Figure 5.14: (a) x? for the decay B® — DT K97, as a function of 28 + y and Ady, with the
parameters of Table 5.4. (b) Minimum projection of x? onto v, with the eight ambiguities
shown and labeled.

In the BY — DT K7 case, the pattern is the same as in the time-independent case, namely
that all ambiguities except S; are resolved, as expected.

In general the cause of the ambiguity resolving is twofold. Both the varying strong phase,
and the different contributions (NR x NR and resonant x NR), which have different strong
phases, help resolve the ambiguities (see Fig. 5.8).

The statistical error, o, in the measurement of v, obtained by fitting simulated event
samples using the MINUIT package [JR75], as a function of one of the parameters of Table 5.4
is presented in Figs. 5.15 and 5.16 for the B* — DYK*7% mode. While varying one parameter,
all the other parameters used for generating events in the simulation were those listed in Table
5.4. Similarly, the statistical error, o94.,, from the time-dependent B%— DT K%* simulation
is shown in Figs. 5.17 and 5.18.

Each point in these plots is obtained by repeating the simulation 250 times, to minimize
sample-to-sample statistical fluctuations. All the parameters of Table 5.4 were determined by
the fit, thus the sensitivity obtained is the most indicative. The arrows in these figures show
the value corresponding to the parameters of Table 5.4. The total number of signal events in
all final states combined is the same for each of the data points. The error bars describe the
statistical error at each point, which is determined by the number of experiments simulated.

From Fig. 5.15 one observes that o, has a mild dependence on ¥ and Ady. This is not
surprising, as e.g. a value of v around 7/2 result in a large difference between the CP = £1
amplitudes, given the strong phases chosen.

Fig. 5.16 shows that the precision on « is independent of Adk-, but strongly depends
on Ay / Acg, as expected. In fact, this dependence is the reason for considering three-body
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Figure 5.15: The error on v, 0., as a function of (a) ¥ and (b) duo in the B¥ — DOK+70
mode. The arrows indicate the base values, and apart from the variable in question, all other
variables are kept constant.
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Figure 5.16: The error on v, o, as a function of (a) ox- and (b) Ayy/Acy in the B —
DYK*7% mode. The arrows indicate the base values, and apart from the variable in question,
all other variables are kept constant.

decays in the first place, as an increase in the amplitude ratio significantly increases the
sensitivity of the mode. At a value of the amplitude ratio of 0.4, the sensitivity is very high,
thus the choice of the final state, B* — DOK* 7, serves it purpose (if the amplitude ratio is
indeed 0.4). However, the B’ — D' K+ 7~ mode, which could have an amplitude ratio around
1.0, would still benefit from this, as the curve in Fig. 5.16 (right) still drops.

The variation of the parameters suggest that a significant sensitivity is obtained over a broad
range of parameters. With the parameters of Table 5.4, the precision expected is 0, ~ 0.23 =
13° with an integrated luminosity of 400 fb=1.

As can be seen from Fig. 5.17, the resolution on 23 + v does not change considerably with
the input values 28 + v and Ady. Fig. 5.18 shows once again that the value of the strong
phase of the K* resonance, Ad g~ does not change the precision of the method, while the ratio
of amplitudes r = Ay / Acy is of greatest importance.
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In general, the time-dependent method seems slightly less sensitive to the input values,
than the time-independent, but the ratio of amplitudes remains very dominant. With the
parameters of Table 5.4, the precision is 0954, =~ 0.24 = 14° given an integrated luminosity
of 400 fb~!.

It is reassuring, that the feasibility of the methods is not very sensitive to the value of the
parameters, except for the ratio of amplitudes, which is the primary reason for considering
the three-body modes.

It has been checked, that leaving a possible b — u K™ component free in the fit does
not change the conclusions, and should the b — w transition happen to actually have a K*
component (e.g. rescattering), then this improves the sensitivity of the methods, as large
interference then occurs in that region. However, as the two strong phases change identically,
the phase difference remains constant, and such a component does not help to resolve the
ambiguities (essentially the methods then boils down to the two-body case).
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5.7.1 General use of three-body modes

After the above analysis using three-body decays had been suggested, it was pointed out that
«y can be limited by considering general asymmetries in three-body decays [Gro03]. Expanding
on an idea from two-body decays, one defines ratios of partial rates, from which limits on
can be made:

2[BR(B~ — D¢, X, )+ BR(B* — D2, X[)]
BR(B~ — DXy ) + BR(Bt — DYX})

siny < Reps = (5.25)

The method has the great advantage, that a Dalitz analysis is not required, and since one
is allowed to integrate over any part of the phase space, high purity and thereby sensitivity
can be obtained. However, the value of the fraction in Eq. 5.25 should be kept blind until
the area to consider has been settled upon, to avoid being biased towards statistically large
asymmetries.

5.8 Section summary and conclusion

The unitary angle « is difficult to measure. The original GW method does not work, and
efforts to avoid its shortcommings are costly in terms of sensitivity. The central problem is
the ratio of amplitudes, r = |A(b — u)/A(b — ¢)|, which is small due to color-suppression.
Furthermore, any measurement of 7y in these modes will have an eight-fold ambiguity in [0, 27].

The three three-body decays channels B¥ — DY'K*x% B9 - D'K*7x~, and B° —
DTK % are color-allowed and sensitive to the value of 7, both through time-independent
(B* = D'K*7% and B — D°K+7~) and time-dependent (B° — DT K%7%) approaches. The
absence of color-suppression in the b — Tcs amplitudes is expected to result in relatively large
rates and significant C'P violation effects, and hence favorable experimental sensitivities.

The largest obstacle is that Dalitz plot analyses are required, which constitutes experimen-
tal complication, not the least in terms of background fighting, which has not been included
in the simulations conducted. However, the methods are effective for reducing the eight-fold
ambiguities that constitute a serious limitation for two-body modes — the reduction being a
“by-product” of the Dalitz approach.

A general conclusion is that every effort to increase the interference and the sensitivity to
leads to lower branching fraction and more complex analysis, and vice versa.

At the risk of stating the obvious, the final answer on the sensitivity of the methods can
of course only be determined by carrying out the analyses, but perhaps the statement is more
true in this case than others, as so many of the decisive parameters and distributions are
unknown. Most likely a large fraction of the b — ¢ contribution will proceed through the
K** resonance, but the real question is where the rarer b — u contribution falls, and if the
two interfere. Indeed, very little is known about three-body B decays, where the bulk of the
physics remains to be measured.
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6 Current knowledge of the CKM matrix

It’s as if kaons represent a 3-note piano, whereas B-mesons give you the whole

keyboard. Each tune you can play gives you different information about the source
of C'P wiolation.

[K. Peach, Rutherford Appleton Laboratory]

Assuming unitarity, the CKM matrix has only four independent parameters (see Section 3.1),
which influence all CP asymmetries and electroweak hadronic decay rates. Thus from com-
bining these inherently correlated quantities in a global fit, the original four CKM parameters,
whichever parametrization chosen, can be extracted.

The precision with which the CKM matrix elements are known has increased rapidly over
the last three years, during the era of B factories, mostly due to sin(23) measurements, but
also thanks to improvements in the measurements of V,,, V, and the progress in theoretical
understanding.

The goal of combining the various CKM related quantities is not only to obtain the most ac-
curate values of the four SM parameters, but more importantly, to test whether C'P violation
can be described within the SM.

In the following section the other systems in which C'P can manifest itself and the current
measurements of the relevant parameters will be reviewed and the combined result and thereby
knowledge of the CKM matrix summarized. Many groups have pursued the latter task [AL94,
PS99, C*01], but the following short description will be based on [HLLLDO01b, HLLLDO1a].

6.1 CP violation in other systems

The short lifetime of the top quark does not allow for it to form bound states, leaving the B
system as the only possibility for directly studying the third generation of the CKM matrix.
While the B? meson is hard to produce in large quantities, it is very interesting from a
theoretical point of view.

However, other quarks also provide information about the CKM matrix elements, and
have neutral systems with possible mixing and C'P violation, namely the K°K? system based
on the s quark and the D’DP based on the ¢ quark.

6.1.1 The K° system

The K system is with regards to C'P violation a very well studied system, where all three
types of C'P violation has been observed. The physical states with CP and C'PT violating
parameters, € and A respectively written explicitly, look as follows:

S S S T
|Ks) ﬁ\/m((l+( +A)[KT) + (1= (e + A))[KT)), (6.1)
K) = . . e — A)K") — (1 = (e = A)[K?)), (6.2)

iTerap

where the notation S (Short) and L (Long) steams from the dominating lifetime difference
(Tho = (0.8935£0.0008) x 10105, Tgo = (5.1740.04) x 10~8s [PDG02]). This feature makes

it experimentally easy to separate the two K° states, while in the B° system one considers
thys and thys and tag them according to flavor specific decays.

The K° mixing is very similar to B” mixing in having u-type quarks in the loops of the
mixing diagram (see Fig. 4.1). However, in K° mixing top-charm and charm-charm loop
contributions cannot be neglected, and this makes it difficult to extract information from

observables in the K system, even though they are very well measured (Amg = (0.5303 £
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0.0009) x 100 s(_l)). The measured C'P violating quantities in the K system are the following
[PDGO2]:

noo|l = JAKY = 7%7°) JA(KY — n°7°%)| = (2.274 £0.017) x 1072, (6.3)

| = |AK) = aT77)JAK? = nFr7)| = (2286 £0.017) x 1072, (6.4)

lexk| = (p—q)/(p+9)|=(2282+0.017) x 10, (6.5)

dlex = Re(€/ex) = (19.2 £2.4) x 1074, (6.6)

where e measures C'P violation in mixing, while ¢ (historically written without subscript)

measures C'P violation in decay, thus superweak theory®® (which requires ¢’ = 0) is excluded.
CPT invariance gives a correlation between 7y, 7+_ and €x, and therefore C PT invariance
can be tested by considering:

P(K° — K°(t)) — P(K* — K°(t))  Hiy — Hx
P(K° = KO(t)) + P(K® — K°(t))  Hui+ Hx

acpr = 4R6(A), (6.7)
where P is the (time dependent) probability. Experimental data indicates no C PT violation,
since the current measurements of A gives [PDGO02]:

Re(A) = (2.9 £2.7) x 1074, Im(A) = (0.8 £3.1) x 1072, (6.8)

+ 0

The rare decays KT — 7tvo and K — 7% are of special interest, since large C'P
violation is expected with clean interpretation, which expressed in terms of p and 7 looks as
follows [Nir98, BF98]:

T(K* — nup) = 833 x 1078V |* X2 (2) [0? + (po—p )] = (3.1 £1.3) x 1071, (6.9)
D(KY = 7%0) = 3.29 x 1072V |* X% (2) n* = (8.2 £ 3.2) x 1071, (6.10)

where X?(z;) is a known function of the top mass and py ~ 1.4 is calculated from next-
to-leading order EW loop contributions. Evidently, p and 1 can be cleanly extracted from
measuring these rates, and so the experimental challenge of the low branching ratios is there-
fore met with proposals of dedicated experiments*’. The E787 experiment at BNL have seen
one charged event [E78797].

6.1.2 The D° system

The D system is fundamentally different from the K° and the B systems in that the mixing
loop (see Fig. 4.1) contains d-type quarks instead of u-type quarks, so the heaviest quark
in the loop is b instead of ¢. Since m; < m; and since the contribution from the heaviest
quark, b, is suppressed by A\? (|V,Vep| compared to |VigVy| for the B system), mixing in the
D system is expected to be very small. In the SM one expects zp = Amp/I'p < 0.002,
i.e. the mixing time is ~ 500 times larger than the lifetime, which makes the probability of
observing mixing very small.

Most decays of the D° meson have flavor specific final states, resulting in a very small
expected lifetime difference. Furthermore, direct C'P violation in the D system is expected
to be insignificant, leaving only C'P violation in mixing (though small) and the interference
between mixing and decay as possible measurements for probing the theory (and most likely
only in the D — 7tn~, K*n ¥, K* K~ channels).

The currently best experimental limits on D° mixing are from BaBar [BABARO3a], and
still above the SM prediction. However, the SM prediction has been much debated, as several
effects enters in the (time-dependent) amplitude. Therefore, even if D° mixing is observed
just below the current experimental level, it is not a sure sign of new physics [BSN95].

39 A theory explaining C'P violation as a consequence of an additional superweak force [Wol64].
“Kopio (BNL) and Kami (FNAL) for the neutral mode and E949 (BNL) and CKM (FNAL) for the charged.
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6.1.3 The B? system

The B? system is very much like the Bg system, as only the spectator quark is different, and
apart from the CKM couplings, all other quantities are equal, to a fairly good approximation
(O(5 — 10%)). However, the ratio of CKM couplings to the top quark, which dominates the
mixing frequency in the two B systems, is |V,,/V,,|* ~ 25, which yields a very large (and still
unmeasured) mixing frequency for the B? system.

While it hard to extract any information about the CKM-entries from a Am, mixing
measurement alone, a ratio with Amyg can give very precise information, as the theoretical
errors are highly correlated and thus tend to cancel out. For this reason, a measurement of
Amg is highly desirable and therefore persued intensely [PDG03, CDFO03].

The different final states allow for both C'P eigenstates and Cabibbo-allowed modes, which
probes . While the C'P eigenstate modes, such as e.g. BY — pK? have very low branching
fractions (~ 10~7), decay channels like BY — D7 KT have higher branching fraction and good
sensitivity to 7. Since the states common to the BY and BY are no longer suppressed, the
width difference is expected to be significant (see Table 4.1), though still unmeasured.

6.1.4 Comparison of the neutral systems

The different properties of the b, ¢, and s-based neutral quark systems, are dictated by the
dominant quark decay, as is listed in Table 6.1. The size of potential C'P violating effects in
the three systems are characterised by the triangles in Fig. 3.1.

System Dominant quark decay Decay width CP violation size

K s —u x A2 x PS x A2\
D c— s x 1 xPS o A2\5p
B b—c x A2\* x PS x A%

Table 6.1: Decay width and (potential) C'P violation size for the neutral systems. It is
noteworthy that the product of the decay width and the size of CP violation equals the
(common) area of the unitary triangles, disregarding phase space (PS).

The product of the decay width and the size of C'P violation is fixed by the (common) area of
the unitary triangles (disregarding phase space). This is the feature of the B system, which
has both a long lifetime (and thus measuring the decay time difference is experimentally
possible) and (potentially) large C'P violation effects.

6.2 Experimental constraints on CKM related measurements

The parameters, which are sensitive to and can be related to CKM parameters (see Fig. 6.1a)
and which have been directly measured are listed in Table 6.2.

It is interesting to note, that relating these measurements to the four CKM parameters is
limited by theoretical errors in all cases ezcept for the sin(23) measurement. The theoretical
uncertainty can in some cases and to some degree be cancelled out by making ratios and/or
making more inclusive measurements (e.g. Amg/Amsg). As many of these theoretical errors
are not well understood, their treatment has a significant impact on the final results.

6.3 Combining measurements

The idea is to make a global fit to all measurements constraining the four independent CKM
parameters, and then set CL limits on the parameters of interest (call them a), which in the
case of the Wolfenstein parametrization are p and 7, leaving the remaining parameters (call
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Parameter Value £ Error(s) Reference
|Vaud| 0.9717 £ 0.0013 =& 0.0004 [HLLLDO1a]
|Vas| 0.2228 + 0.0039 £ 0.0018 [HLLLDO1a]
|Vis| (incl.) (4.12 £0.13 £ 0.60) x 1073 [HLLLDOla, PDG03]
|Vaus| (excl.) (3.35 £ 0.20 £ 0.50) x 103 [HLLLDO1a]
|Veu| 0.224 4 0.014 [HLLLDO1a]
|Ves| 1.04 +0.16 [HLLLDO1a]
|Vip| (incl.) (42.0 £0.6 £0.8) x 1073 [HLLLDO1a]
|Ves| (excl.) 402724 x 1073 [PDG03, HKM*02]
lek| (2.271 £0.017) x 103 [PDG02]
Amy (0.502 £ 0.006) ps~* [PDGO3|
Amy Amplitude spectrum [PDGO?)]
sin(23) 0.739 & 0.048 [PDG03]
me (1.240.2) GeV [PDG02]
my(MS) (167.0 £5.0) GeV [PDG02]
mi (493.677 £ 0.016) MeV [PDG02]
Amg (3.490 £ 0.006) x 1072 MeV [PDGO02]
mp, (5.2794 + 0.0005) GeV [PDGO02]
mp, (5.3696 £ 0.0024) GeV [PDG02]
mw (80.423 £ 0.039) GeV [PDG02]
Gp 1.16639 x 107> GeV 2 [PDGO02]
fx (159.8 & 1.5) MeV [PDG02]
Bx 0.86 & 0.06 + 0.14 [Lel01]
as(M%) (in nec) 0.1172 £ 0.0020 [PDG02]
Net 0.47 £ 0.04 [HN94]
Nt 0.5765 =+ 0.0065 [HN94]
ng(MS) 0.55 & 0.01 [BBLY6]
IB,vE; (228 4 30 £ 10) MeV [Bec03]

¢ 1.21 £ 0.04 £ 0.05 [Bec03]

Table 6.2: Inputs to the CKM fit. Upper part: Experimental determinations of the CKM
matrix elements. Middle upper part: CP violating and mixing observables. Middle
lower part: Parameters of the SM predictions obtained from experimental data. Lower
part: Parameters of the SM predictions obtained from theory.
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them p) free to vary. The choice of parameters is of course arbitrary, but as the p — n plane
displays the unitary triangle directly, it has become standard. As most of the errors are of
theoretical origin and therefore not Gaussian (and in most cases ill-defined), great care has
to be taken when including these in a likelihood function. The approach is to simply let them
vary freely within their range.

A x? is formed, x?(a,u) = —21In(L(a,p)), and the global minimum, x2(a, 1t)min, is de-
termined. Then the a space is scanned, finding the offset-corrected minimum, Ax?(a) =
XQ(,u)mm’a — X?(a, i) min, that is the minimum x? given a fixed value of a. Were the er-
rors Gaussian, the Confidence Level (CL) would be calculated as, CL(a) = Prob(Ax?, Ny,
where N, is the number of ;1 parameters involved. As the errors are not all Gaussian, this
simplified approach should be substituted with that obtained from MC simulations.

The result of scanning the (p,7) plane using the approach described is shown in Fig. 6.1b.
Since Ax? will always equal zero at the minimum, the CL will always reach one. The blue
color (the outermost colored region in b/w versions) approximately equals to the 95 % CL. The
central values and CL corresponding to one, two and three sigma of the involved parameters
as obtained from the overall fit are shown in Table 6.3.
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Figure 6.1: Fit to CKM parameters in the (p,7) plane. (a) Constraints obtained by perfect
measurements free of theoretical errors. (b) The result of fitting all parameters that contain
information about the CKM matrix elements. The superimposed blue areas correspond to
the world average sin(2() value (here accounted for in the fit) including one and two standard
deviations respectively. See text and reference for further explanation [HLLLDO1b].

6.4 Section summary and conclusion

In addition to the B, 4 system, the light neutral meson systems carry information about
the CKM matrix, but these are plagued by theoretical uncertainties. This is not the case
for the B system, which is very interesting, but experimentally less accessible, and one will
have to wait until the start of LHC-B and BTeV for high statistics samples. Combining all
measurements and theoretical parameters sensitive to CKM matrix elements, one obtains
both the most precise values of these, but also an overall test of the Standard Model. The
current status of the overall CKM fit is, that all measured and theoretical quantities sensitive
to the CKM matriz parameters are in agreement. The fit yields J = (3.11 i‘g:ig) x 1075, in
accordance with the notion that C'P violation is naturally small in the quark sector.
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Observable central == CL = 1o + CL =20 + CL =30
+0.0025 +0.0040 +0.0045
A 0.2265 Z 5023 —0.0041 —0.0046
+0.029 +0.066 +0.084
A 0.801 L9359 —0.041 —0.054
_ +0.088 +0.182 +0.221
P 0.187 070 —0.114 —0.156
- +0.046 +0.086 +0.118
n 0.356 2 042 —0.085 —0.118
_5 +0.43 +0.82 +1.08
J [1077] 3.10 Zy37 —0.74 —0.96
+0.00054 +0.00094 +0.00106
1271 0.97400 Z'500358 —0.00095 —0.00106
+0.0025 +0.0040 +0.0045
Vs 0.2265 Z('p023 —0.0041 —0.0046
-3 +0.35 +0.73 +0.73
[Vl [1077] 3.87 1’50 —0.60 —0.76
-3 : +0.34 +0.81 +1.27
|Vus| [107°] (meas. not in fit) 3.87 7075 ~0.61 ~0.88
+0.0025 +0.0040 +0.0045
|Veal 0.2264 5023 ~0.0041 —0.0046
+0.00053 +0.00094 +0.00106
|Ves| 0.97317 500059 ~0.00097 ~0.00112
+1.36 +2.43 +3.08
[Veo| [107 ] 41.13 T55g ~1.16 ~1.73
|Vep| [1073] (meas. not in fit) 412131 1 e
+0.72 +1.23 +1.64
[Vial [107 ] 8.26 T g5 ~1.79 ~2.25
3 +1.39 +2.42 +3.17
[Vis| [1077] 40.47 5765 ~1.21 —1.78
+0.000024 +0.000047 +0.000070
Vil 0.999146 500058 ~0.000104 ~0.000133
. +0.37 +0.57 +0.74
sin 2a —0.14 757 -0.71 —0.82
. +0.048 +0.096 +0.124
sin 23 0.739 2 0as —0.095 —0.137
. : +0.037 +0.053 +0.067
sin 23 (meas. not in fit) 0.817 L5559 0279 0334
- +10 +17 +23
y~6 (deg) 6271 —24 —30
. +0.0025 +0.0040 +0.0045
sin 12 0.2266 5023 —0.0041 —0.0046
: -3 +0.35 +0.35 +0.35
sinfy3 [107°] 3.87 1530 —0.60 —0.76
. _3 +1.37 +2.43 +3.08
sinflaz [107°] 41.11 Tjsg —1.16 —1.73
—1 : +0.26 +0.62 +0.94
Amg (ps™ ') (meas. not in fit) 0.54 7557 o1 o34
-1 +6.7 +15.2 122.1
Amg (ps™) 17.8 76 —2.7 —3.7
Amyg (ps_l) (meas. not in fit) 165" +10 5 f}j?'? f??’z'g
_3 . +1.6 +2.4 +3.1
ex [107°] (meas. not in fit) 25773 A 16

Table 6.3: CKM fit results and errors, in terms of CL that correspond to one-, two- and three
standard deviations, respectively, using as input the observables listed in Table 6.2 (including
the world average on sin(243)). For results marked by “meas. not in fit”, the measurement of
the corresponding observable has not been included in the fit.






Part II
Accelerator and Detector

The machine does not isolate man from the great problems of nature but plunges
him more deeply into them.

[Antoine de Saint-Exupery, 1900-1944]
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In order to pursue the program of studying C'P violation in the B system, asymmetric high
luminosity ete™ colliders operating at the 7°(4S) resonance, so-called B factories, were pro-
posed [Odd]. As the branching ratio for interesting B decays is of order O(10~*) or less,
one needs to produce at least 108 BB pairs, requiring very high luminosity and high recon-
struction efficiency. Furthermore, the subsequent data analysis requires excellent Particle
[Dentification (PID), good calorimetry, and precise vertex resolution. The PEP-II collider
and the BABAR detector were designed for exactly those purposes.

In the following, first the PEP-II collider and second, and more thoroughly, the BABAR
detector will be described. The accelerator description will include motivations, some of the
relevant physics, design and performance of the collider and comparison with other exper-
iments. In the detector description, functions, design and performance will be described
and discussed for each subdetector separately, apart from the tracking performance, which
naturally is presented after the SVT and DCH sections.

Both the PEP-II collider and the BABAR detector are described in detail elsewhere (for the
description of the PEP-II collider [PEP93, ST03, WWWO03, BABARO02a] and for the BABAR
detector description mainly [BABAR, BABAR(O2a, BABAR-DIRC03, BABAR-DIRC04] and

private communations with fellow IR2-team members).

_ Hath Ringa Housed in FEP Tunnxl

Figure 6.2: Overview of the SLAC accelerator site. The linear accelerator fills the PEP-II
rings with electrons and positrons, which are brought to collide at the interaction point where
the BABAR detector is located.
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7 The PEP-II collider

7.1 The reasoning behind an asymmetric collider

One of the most distinct features about the PEP-II collider is the asymmetric beam energies.
No other collider before the B factories have had this characteristic*', but it turns out to be
a central part of the design.

To be able to perform time-dependent measurements, the two times t,.. and t,,, have to
be obtained (see Section 4). The most obvious way would be a “stopwatch” approach, that is
measure the time of the eTe™ collision, ¢y, which is essentially the time of production for the
BB pair due the short 7(4S) lifetime (O(10-23)), and then subsequently the two B mesons
decay time, ... and t,,.

The first problem encountered is that the collision time can not be measured with sufficient

accuracy, as its uncertainty is essentially the time it takes for the two bunches to cross each
other. At PEP-II, the bunch length is O(1 — 2cm), which yields an uncertainty in the bunch
crossing time of ~ 50ps to be compared with 75 ~ 1.5ps. However, as the time distributions
Egs. (4.25-4.26) show, it is only the time difference that is needed, and thus ¢y does not have
to be determined.
The second and unrepairable problem is the determination of the two B meson decay times.
The time resolution of present detector technology is O(25ps)?2, which — impressive as it is —
is still not in the range of the B meson life and mixing time at O(1ps). Thus, one cannot from
the arrival time of the daughters of the B meson determine the time of decay with adequate
precision.

Though not immediately obvious, the solution is to use the vertex position of the two B
mesons. At the 7(4S) resonance’®, each B meson have a boost of 3y ~ 0.06 in the rest frame
of the 7°(4S). Given the lifetime of the neutral B meson, 750 = (1.542 £ 0.016)ps [PDG02],
this results in an average flight distance of O(30 pm), which is not resolvable by todays silicon
vertex detector technology**. For this reason the PEP-II collider has, unlike previous ete™
colliders, been designed with asymmetric beam energies, giving the produced particles a boost
of By ~ 0.56, which results in resolvable average decay lengths of O(250 pm), well within
reach of modern silicon vertex detector technology (see section 8.2).

Though the vertex resolution issue applies mostly to the neutral B meson, it is also of interest
for other analysis, as it is an important tool in background rejection.

7.1.1 Relation between Az and At

To a good approximation, that is neglecting the modest boost from the 1°(4S) decay, SV,
and a slight tilt of the beam direction with respect to the z-axis of ~ 1° (see Section 8.7),
the relation between the vertex distance, Az, and the decay time difference, At = t,.. — t,.,
is linear:

Az = ~ypcAt. (7.1)

With a conversion factor of fyc = 165um/ps, this relation provides an almost one-to-one
correspondence between Az and A¢. While the lack of alignment (necessary for beam-orbit
stability, see Section 8.7) is a small effect, which is easily corrected for [LeC02], the boost
from the 7'(4S) decay is not negligible, as 5™ /5 = 0.14.

“IThe asymmetric energies of HERA is due to the different type of particles in the beams (e~ and p™).
“2The best resolution in time is currently obtained with so-called Pestov spark counters [BT96].

*3The 7(4S) is the lightest bb state (21.2 + 3.6 MeV [PDG02]) above the BB threshold (see Fig. 7.1).
“Emulsion detectors have a precision of a few pm, but emulsion at the vertex would destroy the beams.
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Correcting for this additional boost, the correct relation between Az and At becomes:

CM

M treC t a,|
Az = fycAt (1 + % cos GCMA> : (7.2)

rec ttag

As it is not possible to measure t,.. + .., its value is substituted by its average, which, given a
value of At, is Tgo +|At|. Due to the sin @ term in the matrix element (see Eq. (4.19)), the two
B mesons from the 7°(4S5) decay are mostly emitted perpendicular to the beam direction, and
consequently their difference in boost is generally small (O(AB/S) ~ 0.14). Therefore, the
approximation works quite well, even though it is mathematically inconsistent to apply it (as
trec +tiag Was already integrated out of the time distribution). It can be shown [Dib90, Kit03],
that it is possible to make the time-dependent fit in terms of Az, but the loss in simplicity
overshadows the gain obtained.

However, the correction does not come without a price. Using Eq. (7.2) introduces (slight)
correlations between At and mpg for continuum background both through the boost and the
angle. The choice between the two depends on how dominant the continuum background in

the time-dependent fit is.

7.1.2 Cross-sections at the 1 (4S) resonance

Running at the 7(45) resonance (see Fig. 7.1) not only produces BB pairs, but also much
other interesting physics as a useful byproduct. However, seen from the point of view of B
physics, these byproducts are considered as backgrounds, collectively refered to as continuum

background.
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Figure 7.1: Scan of the T resonance region, revealing the four lowest S states and the BB
threshold. The height of the 7°(4S) peak relative to the background level indicates the fraction
of continuum background to expect. The content of this background is determined from data
taken below the BB threshold. (Note: The energy scale on the horizontal axis is not continuous).

The cross-section for production of fermion pairs from e*e™ collisions with CM energy at the
7'(4S) resonance is given in Table 7.1 [Har98|.
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Quark pair  Cross-section (nb) Lepton pair  Cross-section (nb)
bb 1.05 TrT™ 0.94
cc 1.30 prpT 1.16
55 0.35 ete” ~ 40
dd 0.35
Ul 1.39

Table 7.1: Cross-sections for eTe™ at /s = my(s)- These cross-sections were calculated with
the Jetset 7.4 event generator [SB87].

Apart from the cross-section to ete™ (mainly Bhabha scattering), having been corrected for
detector acceptance as it is highly angular dependent, these numbers reflect to zeroth order
the classic cross section for ete™ collisions at high energy (where IV, is the number of colors):

- 4dra? m? 1 m> Ecm =my(@4s)
olff) = NCQ23E%M —E—§ <1+——f> ~ N.Q*0.78nb.  (7.3)

Taking initial state radiation into account, the actual CM energy has a long tail into the lower
energy region. The result is that fermion pairs are also created at lower CM energies, where
the cross-section is higher due to the inverse scaling with E?,, thus making the effective
cross-section higher. Radiative corrections are expected to be largest for the light quarks,
which is the reason for the larger uu than cc cross-section.

The bb cross-section constitutes roughly 25% of the entire quark cross-section.

7.2 Resonance vs. Continuum running

The background “under” the 77(4S) resonance (see Fig. 7.1), is continuum. In order to make
precision measurements, one needs to determine this physics background*®. This is done by
running “off peak”, i.e. 40 MeV below the 77(4S) resonance, where continuum is essentially
unchanged, but the BB signal is no longer there, as it is below the threshold (see Fig. 7.1).

For decay channels with little background (e.g. J/1#KY) the optimal fraction of data taking
with continuum (off-resonance) running will be low. But for channels with more backgrounds
(e.g. B® — p*7T), the uncertainties due to backgrounds become significant, and off-resonance
running is needed.

In order to determine the optimal fraction of continuum running, ¢, for a specific channel
with background over signal, b = B/S (assuming all background stems from continuum),
one counsiders the number of events on resonance and in continuum for a fixed amount of
integrated luminosity, £, isolates the amount of signal, S, and determines its error:

Nyusy= (1 —¢)L(1+b)S S c+b

N = LS } = o8)= \/; \e(@=¢) (7.4)
Not surprisingly, the error is proportional to the square root of the signal over the integrated
luminosity, which just serves as normalization constants. The minimization of the second
square root yields the optimal fraction of continuum running. For no background (b = 0)
the minimum is obviously at ¢ = 0, but with just 5% background, 18% continuum running is
optimal, and for b = 1 the optimal fraction of continuum running reaches 41%. However, this

assumes that there is no other mean of constraining the continuum background parameters.
At BABAR it has been chosen to let 12% of the luminosity be taken off-resonance.

% Background originating from physics processes, contrary to machine background from running the collider.
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7.3 The general design of the PEP-II collider

The PEP-IT collider is located at the end of the linear accelerator (Linac) situated at the
SLAC site (sketched in Fig. 7.2) 40 kilometers south of San Francisco in California, USA.
The three kilometer long Linac*® injects 9.0 GeV electrons into the High Energy Ring (HER)
and 3.1 GeV positrons into the Low Energy Ring (LER) of PEP-II, circulating in opposite
directions. The two storage rings, which are housed in the former PEP (Positron Electron
Project) tunnel of 800 meter diameter, are brought to collide at the interaction point of the
BABAR detector. The chosen beam energies result in a Center-of-Mass (CM) energy of 10.58
GeV, which corresponds to the 7°(4S) resonance, at a boost of 5y ~ 0.56, due to the asym-
metric beam energies. The choice of boost size is a tradeoff between vertex resolution and
background rejection (improved with larger boost) vs. luminosity and acceptance (improved
with smaller boost). The chosen boost and thus the time resolution is such that it degrades
time measurements by about 5-10% (compared to infinite resolution). A more detailed de-
scription of the PEP-II storage rings can be found at [PEP93, ST03].
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Figure 7.2: Layout of the Linac and the PEP-II collider. Electrons and positrons (created
using the electron beam) are accelerated up to their energies of 9.0 and 3.1 GeV, respectively,
and then injected into the two PEP-II rings with a frequency of 60 Hz.

PEP-II is designed to have 1658 particle bunches in each ring, resulting in a bunch crossing
every 2.1 ns at the interaction point, where BABAR is located. Each bunch is designed to
consist of 2.1 x 100 electrons for the HER and 5.9 x 10! positrons for the LER, which yields
a design current of 0.75/2.15 A for the HER/LER respectively. The rings are recharged by the
Linac when the luminosity drops below 90 % of its peak value, approximately every second
hour. After many tests throughout 2001-2003, continuous injection (describingly termed
“trickle” injection) was finally commenced for the LER in December 2003. This eliminates
the injection time (though only for the LER), during which no data can be taken, and also
decreases the risk of loosing the beam, while at the same time stabilising the running. With
discontinuous injection, the temperature of some beam elements changes quite a lot (~ 20°C).
Trickle injection for the HER was regarded as more involved and subtle, but after initial
successful tests, it has now become standard. With no injection time, the rate of integrating
luminosity is increased by about 10-15%.

The luminosity started at an average value of 2.2 x 103 ¢cm 2s~! (Run I), and is currently
(Run IV) around 6x 1033 cm~2s~!, which is the double of its design value. The total integrated

6 Qriginally build in 1966, this linear collider was used for fixed target experiments and later collider exper-
iments, which lead to the discovery of quarks (1968), J/v (1974) and the 7 (1975).
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Parameter Unit Design  Best achieved  Typical
Circumference m 2199.318

Number of Bunches (HER+LER) 1658 1658 1030-1230
Total Beam Current (HER) A 0.75 1.20 1.1
Total Beam Current (LER) A 2.15 2.43 1.6
Horizontal Spot Size Xx pm 220 150
Vertical Spot Size Xy pm 6.7 5.0
Luminosity em 257! 3x10% 718 x10% 5.5 x 103
Integrated Luminosity pb~! /shift 45 164.6 100
Integrated Luminosity pb ! /day 135 479.8 280
Integrated Luminosity b1 /week 1.0 2.491 1.5
Integrated Luminosity fb~! /month 4.0 7.334 4.5
Total Int. Lum. (Run I-11I) fh~1 113.27

Table 7.2: Parameters and performance of PEP-II. The typical numbers are taken from Run-
IV. The values are as of New Years Eve 2003-2004, and already significantly outdated.

luminosity as of New Years Eve 2003-2004 is 131.05fb ! of which the BABAR detector logged
113.27fb~! on the 7'(45) resonance and 12.01fb~! 40 MeV below. In Table 7.2 are listed
various beam parameters and luminosity performances [BABAR, WWWO03].

7.3.1 Determination of luminosity and beam parameters

The integrated luminosity is derived from the known QED processes e"e” — ete  and
ete™ — ptp~. The measurements are consistent and have negligible statistical error. The
systematic error arises from uncertainties in the MC generator and simulation of the detector
and its acceptance. With improved understanding of the detector the systematic error drops,
and the current level is 1.1%.

The beam energies are determined online from the magnetic bending strength and the
acceleration frequency. While the rms on the absolute beam energies is 2.3/5.5 MeV for the
LER/HER and the systematic error 5-10 MeV, the relative energy is stable within about 1
MeV. The CM energy, which has a tolerance of about 2 MeV, is kept at the 7°(4S) resonance
by monitoring the BB production. The best calibration of the CM energy is obtained offline
from the momentum (in CM) of fully reconstructed B candidates, which has an error of 1.1
MeV dominated by uncertainty in the B mass and the detector resolution. The spread in the
beam energy, caused by minuscule variations in beam particle energies within each bunch,
dominates the resolution of the key variable mgg (see Section 9.2).

The beam direction, position and size relative to the BABAR detector is determined on a
run-by-run basis by considering ete™ and ppu~ events. The only exception is the very small
vertical beam size, which is infered from the measured luminosity. The measurements are
checked offline by considering multi-hadron events and also compared to values measured by
PEP-II, before stored in a condition database, which is used when (re-)processing the data.

7.3.2 Machine related constraints, backgrounds and radiation

The demand for high luminosity — unprecedented at e*e™ machines — is achieved by a high
number of bunches in the storage rings and a small transverse beam profile at the IP. However,
this is not a trivial task to fulfil. With bunches every 4.2ns (~ 1.2m), the problem of parasitic
collisions arises, that is collisions every 0.6m on either side of the IP, where the next bunch
crossings occur. To redeem this problem, sweeping magnets (Bl) are placed close to the
IP, such that the two beams (but especially the LER) are bend in such a way, that they
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only coincide at the intended IP (see Figure 7.3). To obtain a small transverse beam profile,
quadrupole magnets (Q1) are placed very close to the IP, in fact inside the detector along with
the dipole magnets for bending the beam. This puts stringent requirements on the detector
design, as it deprives the BABAR detector space and thus acceptance close to the beams.

Interaction Region

Centimeters

Meters s

Figure 7.3: Layout of the Interaction Region (IR). Shown are the two beams and the dipole
bending (B) and quadrapole focusing (Q) magnets in the IR. Note that the scale of the
transverse axis is magnified 20 times.

The largest background is caused by radiative Bhabha scattering generating electromagnetic
showers, when off-energy beam particles are swept into the detector. This background is very
pronounced during injection, after which it drops to a more reasonable level. As the size of
the background depends on the luminosity, it will in the future be even more dominating.
Another large background arises from Coulomb scattering of beam-gas molecules, which along
with beam-gas bremsstrahlung is the primary source of radiation damage for the SVT. This
background, which scales with the beam currents, is very large after ventilating the beam pipe
(due to e.g. maintenance or leakages), but decreases with time, as Synchrotron Radiation (SR)
scrubs (i.e. cleans) the beam pipe.
The backgrounds may fluctuate very significantly, and for this reason, radiation monitors are
installed, such that one is able to abort the beam in case of unacceptably high levels.
The bending of the beams in the Interaction Region (IR) gives rise to SR, which can also
damage the detector and induce backgrounds, and therefore radiation masks are installed.
The SR from the closest bending magnets is designed to pass through the interaction region
without interacting with the beam pipe, while other sources of SR are masked away.

These backgrounds not only cause general degradation and damage, but also increase the
occupancy, effectively lowering the efficiency of the detector?” (most critically for the IFR, cf.
Section 8.8) and causing operational difficulties (most critical for the DCH, cf. Section 8.3).

“In May 2003 the collider switched to a new configuration, which increased the luminosity but also the
background. It was found that going from the low to the higher background configuration caused the number

of reconstructed D*i(—> Dowsioft) to drop from 8.4 pb~! to 7.5 pb ™!, thus a sizable effect.
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7.4 B-factory vs. other experiments

The advantages of an eTe™ collider at the 7°(4S) resonance are numerous:
e High ratio of signal to background (oy;/00a = 0.24).
e Clean events (BB production is exclusive — no associated production).
e Kinematic constraints (py(s) and |[pp|" are known).
e Acceptable (i.e. not too low) bb cross-section (o(ete™ — 1(4S) — BB) = 1.05nb).
e ¥ and radiative decay capability through v detection.

The cleanliness of events, especially the fact that no other particles are produced along with
a BB pair, makes reconstruction and in particular tagging highly efficient compared to other
types of experiments. The limiting factor for the B factories is the luminosity. The current
luminosity level of PEP-II, allows for reasonable statistics (~ 5 x 10%) given a few years of
running.

Other types of experiments with B physics potential can be divided into two types: eTe™
machine running at the Z" resonance (LEP experiments) and hadronic machines (HERA-
B/Tevatron/LHC experiments). The LEP experiments had the advantage of a somewhat
high bb cross-section (6 nb) with a much larger boost (8y ~ 9) in a fairly clean environment,
but the luminosity of LEP did not suffice to provide adequate statistics.

At hadronic machines, the cross section for bb production is slightly higher and increases
with energy, as does the boost, which is typically also much higher. The main differences are
the much higher event rate and backgrounds. The relatively low signal to background ratio
requires an extremely good background rejection and complicates the experiment. As the
LHC has the highest luminosity, bb cross-section and boost, and a dedicated B experiment
(LHCb), CERN will have the furthest reach into precision measurement in B physics.

All these other types of experiments have the advantage of B capabilities, which can only be
attained at B factories by going to the much broader and therefore less advantageous 7°(55),
which lies above the B, B, threshold. This possibility has been investigated, and in principle
it is possible, but the feable boost at the B factories will surely not allow for time-dependent
analysis, as the By mixing frequency is too high (see Section 6.1.3).

7.5 Section summary and conclusions

In order to perform time-dependent C'P measurements in the B system, an asymmetric high
luminosity collider is needed. PEP-II at SLAC is exactly such a machine. From the flight
distance between the two B decays (measurable due to the boost from the asymmetry),
decay times differences below 1 ps can be determined. Since the decays of interest have low
branching fractions, PEP-II is build to maximize the luminosity, which is the single most
important limitation of B factories.
The impact of the PEP-II design on the BABAR detector is mainly through the required
magnets close to the interaction region and the background. The latter limits the lifetime
of components of the detector and decreases the reconstruction efficiencies, but it is not the
leading limiting factor, even at high luminosity.

The main advantages that B factories offer over other B experiments is high ratio of signal
to background, clean events, good kinematic constraints, and more efficient neutral particle
reconstruction.
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8 The BABAR detector
The best test-bed is the system itself. [0’Grady’s Law®]

The study of C'P violation in the B system is the primary goal of the BABAR experiment,
which essentially requires good capabilities of:

e Reconstruction of B decays into exclusive final states,
e Tagging the other B meson in each event, and

e Measurement of the relative time between the two B decays.

The ability to fulfill the above requirements with a high efficiency for decay channels with
branching ratios of order O(10~*) or below, requires:

Large acceptance and high reconstruction efficiency, as any lost track or clusters ren-
der the decay impossible to fully reconstruct. Furthermore, the tagging efficiency in-
creases significantly with increased tracking efficiency.

Very good energy and momentum resolution both in angle and in magnitude, enabling
efficient and clean reconstruction of shorter-lived mesons in the reconstruction chain.
The momentum range covered should be 75 MeV to 4 GeV for tracks and 20 MeV to
4 GeV for clusters (photon).

Excellent vertex resolution both transverse and parallel to the beam, for time-dependent
measurements and identification of D mesouns.

Efficient particle identification of both leptons and hadrons, which is extremely impor-
tant for both tagging, background rejection and separation of (final) states.

Flexible and redundant trigger, capable of separating out machine noise without loss of
signal efficiency.

Detailed monitoring, automated calibration and online processing to realize the “fac-
tory” mode needed for obtaining very high volumes of data.

Tolerant detector components both with respect to background and radiation, as the
environment will contain high levels of both.

It is the optimization of the above demands with respect to cost and efficiency that has
dictated the design of the BABAR detector. After a general overview, the various subdetectors
will be treated separately, and their function then described in the framework of the entire
detector. The BABAR detector was tailored for B-physics, but essentially all other types of
physics available can also be studied concurrently.

8.1 General detector design
From inside and out the BABAR detector consists of a:

e Silicon Vertex Tracker (SVT) for impact point and angle of tracks and partial PID,
Drift CHamber (DCH) for absolute momentum of tracks and partial PID,

Detector of Internally Reflected Cerenkov light (DIRC) for charged hadron identification,
FElectroMagnetic Calorimeter (EMC) for photon detection and electron identification,

e Superconducting coil, providing a 1.5 T solenoidal magnetic field, and finally

e Instrumented Fluz Return (IFR), for muon identification and neutral hadron detection.

4The law has the collary: “Modules in the system that are known to work well, should be taken out!”
... because when all else fails, one will at least be able to reinsert that module and be sure that it works!
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The above description of functions is only approximate, as most subdetectors provide addi-
tional and often complementary information. Thus, to obtain optimal measurements, infor-
mation from various subdetectors is combined. The BABAR detector is shown in longitudinal
and transverse cut drawings in Fig. 8.1.

Like most other particle detectors, the BABAR detector consists of layers of different in-
dependent subdetector systems with complementary functions. Since the particle tracks are
smeared by multiple scattering as they pass through material (e.g. the beam pipe and detec-
tor), the innermost detector parts should be the ones with the highest spatial precision, and
they should consist of the least possible material*® in order not to degrade the measurements
of the outer subdetectors. The various layers of the BABAR detector can be found in Table
8.1.

System 0, Radius/cm  ADC/bits Segmentation # Layers Performance
6o RL/ Xy TDC/ns Channels
SVT 20.1° 3.2-14.4 4 50-100 pm r¢ 5 Od, = doum
—29.8° 5.1%* - 100-200 pm z 150k 04 = 65um
DCH 17.2° 23.6-80.9 8 6—-8mm 40 oy = Imrad
_27.4°  2.9%* 2 drift distance 7104 Tian s = 0.001
Upt/pt = 047%
Od4dE /dx — 75%
DIRC 25.5°  81.0-89.0 - 35 x 17mm? 1 o9, = 2.5bmrad
—38.6° 17% 0.5 (rA¢ x Ar) 10752 per track
144 bars
EMC(C) 27.1° 90-136 17-18 47 x 47mm? 1 or/E = 3.0%
—39.2° 17 - 5760 crystals  2x5760 o0y = 3.9mrad
EMC(F) 15.8° 820 crystals 1 op = 3.9mrad
—27.1° 2x820
IFR(C) 47° 180-300 1 20-38mm 1942 90% p* eff.
—57° 0.5 22k+2k  6-8% m* mis-id
IFR(F) 20° 28-38mm 18 (loose selection,
47° 14.5k 1.5-3.0 GeV)
IFR(B) —57° 28-38mm 18
—26° 14.5k

Table 8.1: Overview of subdetector coverage, thickness, segmentation, and performance. The
notation (C), (F), and (B) refers to the central barrel, forward, and backward detector com-
ponents, respectively. The polar angular coverage 6; (forward) and 2 (backward) refers to
the laboratory frame. The listed radiation lengths of the SVT and the DCH include the
beampipe * (1.1% Xy) and the support tube ** (0.8% Xj), respectively. The magnet’s radial
extend between the EMC and the IFR is 1.4-1.7m. The performance is quoted for 1 GeV
particles, unless otherwise specified. Table is mainly from [BABARO02a].

All subdetectors use a common electronics architecture, with Front End Electronics (FEE),
mounted directly on the detector to minimize cabling. The FEE generally contains amplifier,
digitizer, L1 latency buffer and event buffer in that order. After the level 1 trigger (see Section
8.9.1), the data is transfered via optical fibers to the data acquisition system. As essentially
all components are very hard to repair/change without significant downtime, all parts of the
detector were submitted to a variety of tests before installation.

““More precisely, the material should constitute the least amount of radiation lengths (RL), X, which is
the mean distance over which a high-energy electron looses all but 1/e of its energy by bremsstrahlung, and
an appropriate scale length for describing high-energy electromagnetic cascades [PDG02].
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Figure 8.1: Layout of the BABAR detector, shown in cut-away drawings from the side (top
figure) and from the end (bottom figure). From the inside and out it consists of Silicon
Vertex Tracker (SVT), Drift CHamber (DCH), Detector of Internally Reflected Cerenkov
light (DIRC), ElectroMagnetic Calorimeter (EMC), Superconducting coil, and Instrumented
Flux Return (IFR) (see text).
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As the single most expensive subdetector is the calorimeter (EMC), much effort was
put into minimizing its volume without unjustified performance degradation of neither the
calorimeter nor the tracking system inside of it, leading to a compact design. Due to the
asymmetry of the collider, the BABAR detector has also been designed asymmetrical, reaching
into the forward direction in order to maximize the acceptance. For the same reason, the IP is
moved 0.37 m backwards (i.e. towards the HER), and supporting electronics, cryogenics etc.
are lead out via the backward end when possible. In Fig. 8.2 is shown the so-called detector
protractor, which is the correlation between polar angles in the lab and in the CM reference
frame for massless particles.

Detector PROTRACTOR - Y's

BACKWARD 80° 90° 80° FORWARD
POLAR ANGLES POLAR ANGLES

0° A 0°
9 GeV on 3.109 GeV Y(4S) Py =0.56 Bo

Figure 8.2: Detector protractor. The correlation between polar angles in the laboratory and
the CM reference frame at Sy = 0.56 for massless particles. For example a photon emitted
perpendicular to the z-axis in the CM frame, will be detected in the lab at about 60° in the
forward direction.

8.2 The Silicon Vertex Tracker (SVT)

When charged particles pass through semiconducting material they create electron/hole pairs
along their path, which are collected by an electric field and thus detected. The energy
required to create electron-hole pairs is an order of magnitude smaller than to ionize gas,
which gives good spatial resolution (because of increased statistics), and since silicon detectors
in addition require little space, they are often the innermost (vertex) subdetector.

8.2.1 SVT functions

The main task of the SVT is to measure the impact point and angle of charged tracks for pre-
cise determination of the two B mesons vertices in order to provide the crucial Az information
for time-dependent measurements. In order to efficiently fit time-dependent quantities®®, the
Az resolution should be better than half the average separation of 260 pm, corresponding to
about 80 pm resolution for each vertex (in reality this resolution is dominated by the tagging
side resolution, see Section 8.4). This precision can be reached, but since better resolution im-
proves background rejection and facilitates the distinction between primary B and secondary

%0What is meant by “efficiently fit” is that 90% of the statistical power is preserved in time-dependent fits.
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D vertices, the aim of this subdetector is the best possible achievable resolution. The point
resolution is limited by multiple scattering to 10 — 15 pm for the inner layers and 30 — 40 pm
for the outer ones, thus impact parameter and angular information from the innermost points,
provided by the SVT, are the best.

Together with the DCH (see Section 8.3) the SVT constitutes the tracking system, with
the SVT dominating the precision for the impact point and angle. The tracking allows
exclusive reconstruction of B and D mesons, and is needed by the subsequent subdetectors,
most importantly the DIRC, which entirely relies on the track angle (in z), at high momentum
best measured by the SVT. Due to the strong magnetic field, charged particles with transverse
momentum less than 120 MeV will not reach the DCH, and in this case the SVT provides
the only tracking information. This is of particular importance for slow pions from the decay
of the D** — D%r*, which plays a central role in many contexts (including the one of
this thesis). In addition the SVT must be efficient for particles that decay within the active
volume, such as K2, and it also contributes to dE/dx measurements for PID.

To perform the above functions, the SVT should have small segmentation and cover much
of the solid angle. As the innermost detector, the SVT should cause a minimum of multiple
scattering and be radiation hard, in order to stay reliable in the PEP-II environment for many
years.

8.2.2 SVT concept and design

The SVT consists of five layers of 300 pm thick double-sided silicon strip detectors; the three
inner layers are in standard concentric cylinder design while the two outer layers are in a

novel “arch” design in which the barrel ends are folded inwards toward the beam pipe, see
Fig. 8.3.

N i 580 mm i

- = S > =¥ Fwd. support350 mrad
A L= e /" cone
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electronics .
> Rl
Beam Pipe

Figure 8.3: The Silicon Vertex Tracker (SVT) shown in the plane of the beam, including
principle dimensions and associated structures.

This design maximizes the polar acceptance (17.2° < 604, < 150.2°) while minimizing the track
incidence angles and the amount of material and thereby the multiple scattering. Further
coverage is inhibited by beam optics close to the IP. The modules of the inner layers are tilted
by 5° and mutually overlap each other, which is also very useful for alignment purposes. The
modules on the outer layers are divided into type “a” and type “b” with slightly different
radii in order to allow for overlap between the modules, (see figure next to Table 8.2).

The three inner layers perform the impact parameter measurements, and are therefore
placed as close as possible to a thin water cooled beryllium beam pipe. The two outer layers
are used for low p; tracking, pattern recognition and linking the tracks to the DCH.
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Beam Pipe 27.8mm radius

Parameter /Layer 1 2 3 4a/b 5a/b 7; s/ L;yer:ayersn
Radius (mm) 32 40 o4 124/127 140/144 // \\ Layer 4b
Readout channels 18432 24567 30720 32768 36864 / / // %Lﬁye”a
Modules/Layer 6 6 6 8 9 ‘ \ \ ° \ ‘
Wafers/Module 4 4 6 7 8 NG

Resolution (pm) z 10 10 10 10-12 10-12

Resolution (pm) ¢ 12 12 12 25 25

Table 8.2: Dimensions and parameters for the five SVT layers. The resolution quoted is the
intrinsic one at normal incidence assuming signal-to-noise of 20 : 1, but multiple scattering
makes the actual one higher. The outer layers have a radius at the end of 91mm and 114mm,
respectively. The figure shows the SVT in the transverse plane of the beam, where the placing
of the five layers can be seen.

On each module silicon strips are placed both parallel (z-strips, on the inner side) and
perpendicular (¢-strips, on the outer side) to the beam line, giving both a z (polar) and a ¢
(azimuthal) measurement. The SVT covers a total area of 0.94 m?, and has about 150,000
readout channels. The readout electronics is placed outside the acceptance region to minimize
material in the active detector volume, and the modules are supported on ribs placed on the
end cones. The material of the SVT constitutes about 4% of a radiation length at normal
incidence. The specific dimensions and parameters for the SVT can be found in Table 8.2.

To realize the great precision of the SV'T, its internal and relative position must be de-

termined accurately, which is done routinely with particle tracks. Changes in position are
mostly due to temperature and humidity changes, which are controlled with water cooling
and dry air, respectively, and closely monitored, as they can damage the FEE.
Being the detector closest to the beam, the radiation around the SVT is closely monitored by
12 silicon photodiodes, especially during injection, which the SV'T may abort, if the integrated
dose gets unacceptably high. These diodes are also used by PEP-II for beam tuning, and are
to be updated by diamond detectors, as these are more reliable, accurate and tolerant.

8.2.3 SVT operation and performance

During the first year of running, the performance of the SVT has reached all the major design
goals. The average hit reconstruction efficiency is 97%, excluding (9 out of 208) defective
readout sections but including all other defects. The resolution of the impact parameter is
less than 50 pm and typically much lower, and the hit resolution for incidence angles of 90°
reach 13 pm, increasing with dip angle as expected. The performance, which can be seen
in Fig. 8.4, are in very good agreement with expectations from Monte Carlo studies. As
the tracking is done in combination with the DCH, the tracking performance is described in
Section 8.4.

In addition, the SVT provides dE/dx measurements for PID with a resolution of 14%,
which adds to the PID capabilities, especially for tracks which do not reach the DIRC (or
DCH). Given that the average energy loss is solely a function of 3, as per the Bethe-Bloch
formula [BH34, BN37], the mass and thus identity of charged particles can be established,
when the momentum is known.

Thus the inner and outer layers satisfactorily fulfil their functions of performing angle and
impact parameter measurements, and pattern recognition and low p,| tracking, respectively.
The radiation dose is within the planned budget, and no modules have failed due to radiation
damage.
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Figure 8.4: The SVT performance. Resolution in (a) z and (b) ¢ for each SVT layer, as a
function of dip angle, 8. The uncertainty increases when departing from normal incident, as
expected.

8.3 The Drift Chamber (DCH)

Drift chambers use the ionization of gas (or liquid) to reconstruct tracks of charged particles.
Anode wires are surrounded by cathode wires in a chamber filled with a suitable gas such
that ions and electrons will drift. The distance from the various wires can be deduced from
the drift time, and the path of the ionizing particle established.

8.3.1 DCH functions

The DCH plays a central part in the BABAR detector, as it serves several important functions
required for exclusive and clean B and D reconstruction. Primarily, the DCH is the main
tracking device, and must therefore have very good spatial resolution and large angular cover-
age, especially in the forward direction (due to the boost) in order to provide good momentum
resolution and high reconstruction efficiency for particles with transverse momentum down
to 120 MeV. The DCH defines the global coordinate system, and like the SVT, it should
remain efficient for particles decaying in the active volume (such as K2). To avoid degrading
the performance of both the DCH itself, but also outer detectors, the amount of material and
thus multiple scattering should be minimized.

In addition to tracking, the DCH should provide PID by measurements of dE/dz from

ionization energy loss with 7% precision (assuming passage of 40 DCH layers). This reliably
discriminates between pions and kaons up to momenta around 700 MeV, after which PID is
mainly provided by the DIRC (see Section 8.5).
Finally, the DCH is expected to provide the charged track Level 1 (L1) trigger, and must
therefore be able to trigger with a latency of no more than (9.5 + 0.5)us, constrained by the
SVT data buffering. The DCH should be able to perform the above functions in a 1.5 T
magnetic field, and with the large beam-generated backgrounds of ~ 5kHz/cell expected to
pass the SVT.
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8.3.2 DCH concept and design

In order to perform the above functions, a small-cell, low-mass drift chamber design was
chosen (see Fig. 8.5). The cylindrical DCH has a small diameter (inner radius of 23.6cm and
outer radius of 80.9cm) but is very long (2.76m).
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Figure 8.5: The Drift CHamber (DCH). (a) Longitudinal section of the DCH with principal
dimensions. The offset from the IP optimizes the acceptance. (b) Transverse section of DCH
“slice”, showing the alternating Axial (A) and stereo (U,V) superlayers.

The 28768 DCH wires yield 7104 drift cells of typical dimentions 11.9(radial) x 19.0(azimuthal)mm?,
which each consists of a sense wire at ~ 1960V surrounded by six grounded field wires, neigh-
boring cells sharing these (see Fig. 8.6a). The cells are arranged into 40 layers, providing up to

40 spatial and ionization measurements. The layers are grouped by four into 10 superlayers,
within which each layer have the same number of cells and wire orientation®'. A forward and
backward extension of 1749mm and 1015mm, respectively, ensures that particles emitted at
17.2° < 6 < 152.6° will traverse at least half of the layers. The volume is filled with a 80:20
mixture of helium:isobutane, which along with the choice of low-mass aluminum strings limits

the multiple scattering inside the DCH to a minimum (0.2% Xj). This mixture also have the
advantages of fairly short drift times and good spatial and dE/dx resolution.

When charged particles pass through the DCH gas, electrons from the ionization drift
towards the anode sense wire, causing an avalanche of secondary electrons (5 x 10?), resulting
in a clear signal. From measuring the time of this signal, the distance of closest approach
(doca) is known from the almost circular isochores (see Fig. 8.6b), leaving only a so-called
left-right ambiguity, which is resolved by shifting each layer by half a cell. The z-coordinate of
the track points is obtained from slightly rotated superlayers (stereo (U,V) layers as opposed
to axial (A) layers, see Fig. 8.5b and 8.6a), which alternates. With these stereo-angles going
from 45 to 76mrad, the obtained resolution is ~ 125pm/sin(50mrad) = 2mm. This is the
reason why the SVT dominates the z-component of the momentum, required by the DIRC
(see Section 8.5.3).

To sweep ions from the fieldless regions between layers and collect charge caused by
photon conversions, guarding and field wires at ~340V and ~825V, respectively, are placed
at appropriate edges.

To further minimize the amount of material in the forward direction, the outer part (r >
46.9cm) of the forward endplate was made thinner (12 mm) than the rear endplate (24 mm),
where also all read-out electronics were mounted. The design and choice of dimensions is
a delicate and complicated interplay between wire tensions, material and elasticity along

51The superlayer design is due to the L1 trigger requirement of fast reduction of input via segment finding.
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with endplate deflection and electromagnetic and gravitational forces. The inner and outer
cylindrical walls of the DCH, which carry 40% and 60% of the wire load, respectively, serve
to contain the ionization gas and shield the DCH from the RF field from the beam. The total
thickness of the DCH at normal incidence is 1.08% Xj.
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Figure 8.6: DCH cell layout, cell isochores, and wire specifications. (a) Inner cell layout,
including sense, field, guard and clearing wires. At the bottom of the figure is the Imm
inner DCH beryllium wall. (b) DCH cell isochores around the sense wire. Table: DCH wire
specification (all wires gold-plated). Table from [BABARO02a].

Increasing the voltage further improves the resolution, but also induces background and
shortens the lifetime of the DCH, and so the voltage setting is a trade-off between the two.
The track finding and fitting is performed with the Kalman filter algorithm [Kal60, Bil84],
which includes the detailed mapping of magnetic field and distribution of material.

8.3.3 DCH operation and performance

The DCH has from the start of operations performed close to design expectations, and has
proven very stable ever since. With the exception of a small number of wires, which were
damaged during High Voltage (HV) commissioning and initial running, all cells are fully
operational. Due to this unfortunate accident, the voltage was for a period lowered to 1900V
and 1930V, but it has now been restored at its design value of 1960V.

From an ensemble of charged tracks, the single cell resolution in the zy-plane, which de-
pends on the distance from the sense wire, was determined to be 125um on average (see Fig.
8.7a), thus below the 140um design resolution requirement.
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Figure 8.7: DCH performance. (a) The DCH spatial resolution as a function of drift distance
(averaged over all cells in layer 18). (b) The dE/dz capabilities of the DCH for Bhabha
events.

The dE/dzx measurement provided by the DCH is a truncated mean of the 80% lowest indi-
vidual measurements, which has a resolution 7.5% for Bhabha events (see Fig. 8.7b), limited
by the number of samples and the Landau fluctuations. Through further corrections the
resolution is expected to reach the design value of 7.0%.

When extrapolating the backgrounds expected with increasing luminosity, the DCH read-
out is the first limitation one reaches, thus an upgrade of the electronics is needed (and under
construction). At increased luminosities, also the HV will have problems. Fortunately, the
wire aging does not seem to be significant yet, so a replacement of the actual drift chamber
does not seem necessary.

8.4 Tracking performance

The tracking performance, which reflects the combined capabilities of the SVT and the DCH,
has been very close to design expectations from the beginning of data taking, and is well
reproduced by MC simulations.

The overall tracking efficiency is determined from multi-hadron events, where it is com-
puted as the fraction of tracks reconstructed in the SVT, which are also reconstructed by the
DCH. At 1960V, the DCH efficiency is 98 £ 1% for tracks with transverse momentum greater
than 200 MeV and polar angle > 500 mrad, where fake track correction dominates the error.
At 1900V the efficiency is reduced to about 94%, which is at the verge of the acceptable. The
tracking efficiency can be seen in Fig. 8.81 as a function of momentum and polar angle.
Using B — D*t X events with D** — DO(K~nt)nl,, the tracking efficiency at low trans-
verse momentum was studied. The efficiency remains above 80% down to 70 MeV, after which
it drops quickly, in agreement with simulation (see Fig. 8.81II).

The rms width obtained on Az for a sample where one B meson is fully reconstructed
while the other is tagged is 190um (see Fig. 8.811I), dominated by the tagging side (70um for
the reconstructed side), in accordance with expectations.

The overall tracking resolution is measured by comparing the two half tracks from cosmic
rays above 3 GeV, that pass close to the IP. Tracks are parametrized in terms of five variables
(do, 20, b0, tan A, w), (transverse and longitudinal point of closest approach (POCA), azimuthal
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Figure 8.8: Tracking performance of SVT and DCH combined. (I) The tracking efficiency
as a function of (a) momentum and (b) polar angle. (II) The low momentum (a) data and
MC efficiency correspondance and (b) tracking efficiency. (III) Resolution in Az for fully
reconstructed B decays.

and dip angle and the curvature w = 1/p| ), and their error matrix. While the track POCA
(do and zp) and initial direction are dominated by the SVT, the momentum is primarily
measured by the DCH. The average errors are near-Gaussian:

Ody = 23pum 0z = 29um
04 = 0.43mrad Otanx = 0.53 x 1073 (8.1)
op, /p1L = (0.13£0.01)% x p, (GeV) + (0.45 £+ 0.03)%

Reconstructing J/v — ptp~ decays, the invariant mass resolution is found to be 11.4 +
0.3 MeV at 1960V (13.0 & 0.3 MeV at 1900V). The peak falls 0.05% below the expected J/1)
mass, which is believed to be due to residual inaccuracies in alignment and mapping of the
magnetic field.

The dFE/dz measurement from the DCH is combined with that of the SVT and the infor-
mation from the DIRC (see Section 8.5) in a maximum likelihood fit, which gives a combined
and close to optimal PID.
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8.5 The Detector of Internally Reflected Cerenkov light (DIRC)

DIRC is fine™. [Common saying at the daily BABAR operations meeting]

When particles exceed the speed of light in a medium (8 > 1/n), Cerenkov light is emitted in a
cone, analogue to the Mach cone created when traveling faster than the speed of sound. From
Huygens principle on can calculate the light intensity at time ¢y from a particle passing through
the origin at time ¢ = 0 with velocity v = (¢ in z-direction by summing the amplitudes:

TL

to 6 w(Z ,Bct) 7“2 —t)
A= / dt, (8.2)

N

where r is the transverse direction and n is the refraction index of the medium. This integral
vanishes, unless

%\/(56”2 +7r2=t = cosf.= % (8.3)

From the index of refraction and measuring the angle of the emitted Cerenkov light, one can
determine the velocity S of a particle. Given the track momentum, the mass and thus the
identity of the particle can be determined.

8.5.1 DIRC functions

The DIRC subdetector is devoted to particle identification (PID), primarily separating charged
kaons and pions at high momentum, but also distinguishing between other stable charged
particles. The charged kaon identification is very important, both for tagging purposes (see
Section 4.4.3) and for C'P studies, where separation between final states (e.g. B — 777~ and
B — K*n~) is crucial. Thus, the DIRC must be able to separate kaons and pions up to the
kinematic limit of 4.2 GeV at large angles in the laboratory frame, since the dF/dz measure-
ment only provides reliable separation between kaons and pions up to 700 MeV. The difference
in Cerenkov angle between kaons and pions at the highest momentum is, 67 — X = 6.5mrad.
Also, the DIRC should provide fast signal response and tolerate high backgrounds, not only
from the IR, but also from low energy photons due to off energy electrons (HER), showering
in the line components.

8.5.2 DIRC concept and design

The DIRC is a ring-imaging Cerenkov detector, based on the principle that the Cerenkov angle
in the ring image is preserved upon reflection from a flat surface (see Fig. 8.9). When charged
particles pass through a quartz bar, Cerenkov photons are emitted and transported through
total internal reflection to the back end, where their angle relative to the track direction is
measured. With the bars serving as both radiators and light guides, much space is preserved,
as the radial size used by the DIRC is 80mm in total®?, thereby reducing the size and thus
cost of the calorimeter considerably.

There are 144 quartz bars in the DIRC, each 17.25mm thick (Ar), 35.00mm wide (rA¢), and
4.9m long (Az). Each bar is made up of four 1.225m pieces glued end-to-end (by epotek), as
this is the longest possible length attainable for the quality required. The bars are separated
by ~ 150pm air gaps for optical isolation, and grouped in 12 hermetically sealed so-called bar
boxes, arranged around the DCH forming a dodecagonal cylinder with radius ~ 85¢m around
the beam. Mirrors are placed at the front end of each bar, to avoid instrumentation in both
ends.

2For comparison, the Cerenkov detector used at DELPHI [DELPHI91] used around 70cm.
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Figure 8.9: Sketch of the working principle behind the DIRC subdetector. Cerenkov photons
from charged tracks are through internal reflection transported to one end of the quartz bars,
and then projected onto a surface of PMTs. From the direction of the track and the PTM
position, the Cerenkov angle and in turn the velocity and particle identity can be established.

This geometry covers angles down to 25.5° (39.6°) in the forward (backward) direction in the
lab frame. The material constitutes 17% of a radiation length at normal incidence, the choice
of thickness being a trade-off between number of Cerenkov photons and amount of material
placed in front of the EMC.

At the back end of each bar a 91mm long fused silica wedge reflects photons at large
angles, which reduces the required detection surface and also recovers photons that would
otherwise be lost due to internal reflection at the silica/water interface. From the wedges,
the photons emerge into the Standoff Box (SOB), which is a water-filled expansion region,
instrumented by 10752 Photo-Multiplier Tubes (PMTs) at the approximately toroidal back
surface (see Fig. 8.10). The PMTs have a diameter of 29mm, and are arranged in 12 sectors of
896 closely packed arrays, with hexagonal light catchers between, such that the effective area
covered is around 90%. Between each sector is placed one scaler PMT, which integrates the
number of hits over a second, for background monitoring. The PMTs are operated in groups
of 16 at HV in the range 0.9-1.3 kV, and they are protected from the fringe field of the 1.5T
magnet (see Section 8.7) by a steel shield supplemented by a bucking coil. The correctness of
each PMT position was tested using cosmic ray data®.

Purified water was chosen to fill the 6000 liter SOB, as it is cheap and matches both the index
of refraction and chromaticity index of the silica, therefore minimizing internal reflection and
dispersion, respectively, at the silica/water interface.

The fused synthetic silica used for the bars offers a variety of advantages, such as long
attenuation length, low chromatic dispersion for the wavelengths in question and high index
of refraction (n = 1.473) increasing the fraction of internally reflected photons. The silica is
also resistant to ionizing radiation and the surface can be given an excellent optical finish.
The Cerenkov light cone projected onto the instrumented surface has the original Cerenkov
angle modified only by the silica/water interface. The distance from the bars to the PMTs
is ~ 1.17m, and given the dimensions of the PMTs and the bars, the intrinsic single-photon
geometrical angular resolution is ~ 7mrad, slightly larger than the rms associated with the
photon production and transmission dispersion, giving a total of about 10mrad. The overall
photon efficiency, which is a function of wave length, is the product of each components effi-
ciency. While most components are almost perfectly efficient, the dominant loss of efficiency
is the quantum efficiency of the PMTs (~ 20%).

33Both single PMT and one HV group misconnections were found, as could be expected in 10000 channels.
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Figure 8.10: Layout of the DIRC. Shown is a quartz bar with its surrounding support structure
and the Standoff Box (SOB) at the end.

To ensure high (> 98%) transparency at wavelengths down to 300nm, the water in the SOB
is kept ultra-pure and de-ionized by circulating it. As purified water is very reactive, stainless
steel and polyvinylidene were used for the parts in contact with the water. The water passes
a system consisting of six mechanical filters (1-10xm range), a reverse osmosis unit, a Teflon
microtube de-gasser and a 254nm UV laser, which prevents bacteria growth, followed by five
additional filters (0.2-1.0pm range and charcoal). The entire volume can be circulated in six
hours, though ten hours is the default frequency. Monitors are installed to check for leaks and
measure resistivity, pH-value, temperature and flow. To prevent condensation on the quartz
bars and to detect leaks, nitrogen gas flows through the barboxes at 100-200cm? /min, and is
filtered through a molecular sieve and three mecanical filters (7pm, 0.54m and 0.01 pm).

Calibration of the time delay for each channel is done with a light pulser system and
from collision data. The two methods are in good agreement, and the values per channel
are typically stable to 0.1ns over more than a year of daily calibration. The intrinsic time
resolution of the PMTs is 1.5ns, and the electronics pipeline had TDCs, which were designed
to operate with backgrounds up to 200 kHz/PMT without deadtime.

The signal Cerenkov photons arrive within ~ 50ns of the 600ns trigger window. For each
track and signal photon candidate the Cerenkov angles 6, and ¢, are calculated up to a 16-fold
ambiguity; top/bottom, left/right, back/forward and wedge/non-wedge reflection.

The difference between the expected and the actual time of arrival, At,, has a resolution of
1.7ns (see Fig. 8.14) dominated by the PMTs. Using the time information, the number of
ambiguities are typically reduced to 2-3, the correct matching with tracks is substantially
improved and the PEP-II induced background is reduced by a factor of 40 (see Fig. 8.11).
An unbinned maximum likelihood fit in the three dimensions, 6. x At, x N,, gives the
likelihood value for each of the five stable particle types (e, u, w, K, p), along with €. and the
number of signal and background photons for each track.

8.5.3 DIRC operation and performance

Since its successful commissioning, the DIRC has operated close to design goals and been very
stable and robust. After five years, 99% of the PMTs channels have nominal performance.
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Trigger window Time resolution
+300ns .o +8ns

Figure 8.11: DIRC hits from a dimuon event before and after requiring the arrival time of the
photons to fall within +8ns of their expected arrival. The photons shown in the left figure
are within the £300ns trigger window. The hits in the right figure (shown in red in both
figures) are dominantly signal photons.

The primary failure mode is the loss of vacuum in the PMT, causing noise rates at the MHz
level and several hundred kHz in the surrounding PMTs?*. About five PMTs are affected per
year. To deal with this problem, the HV group containing the failing PMT is switched off,
until the single tube can be disconnected at an access, and the 15 others restored.

The deterioration of the PMT glass is in general not large (few pm/year), except for about
50 PMTs, which were manufactured with incorrect (zincless) glass that has become “frosty”
after a while, without impairing their response.

It was realized at an early stage that the DIRC TDCs would not be able to cope with the
rise in luminosity and its associated increase of background. Lead shielding around the beam
pipe of the HER reduced the background and thus improved the situation (see Fig. 8.12)
while, during the Summer shut-down of 2002, new TDCs which could encompass tenfold
rates (2MHz/PMT) were installed.

The average number of detected Cerenkov photons for a track of 8 = 1 at normal incidence
is (IVy) = 28, increasing by a factor of more than two for a track towards the edge (see Fig.
8.13a).

To monitor the overall efficiency of the DIRC, the number of Cerenkov photons per track is
measured with a clean high-statistics sample of di-muon events as a function of time. The
average photon loss is about 1.94+0.2% /year (see Fig. 8.13b), but seemingly at changing rates.
It is not correlated with barbox nor Cerenkov ring location, which would both be signs of a
specific problematic loaction.

This loss, which surpasses the rate of occurance of malfunctioning PMTs (~ 0.3%/year), is
not fully understood, as many explanations (water purity, epotek glue, back mirrors, tracking
quality, etc.) have been eliminated. A possibility is beginning deterioration of the reflectors
between the PMTs, but it remains unclear. However, the impact on the DIRC performance
remains very small.

> Given the successive drop in noise level with distance from the center and the subsequent colorful plot in
the DIRC display, these occurences have been nick-named “Christmas trees”.
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Figure 8.12: Effect of DIRC shielding and status of PMTs. (I) The scaler rates (kHz) for (a)
Spring 2000, (b) Fall 2000 and (c¢) Spring 2001, after installing shielding during the shutdowns
(Summer 2000 and Winter 2000-2001). The improvement is substantial, as the shielding has
managed to decrease the scaler rates, while the luminosity was increased by a factor of four.
(IT) Distribution of dead/inefficient and frosty PMTs. No pattern is seen among the dead

PMTs, and 99% of the tubes work nominally.
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Figure 8.13: Number of photons per track N,. (a) N, as a function of polar angle. The
correspondance between simulation and data is good (O(5%)). The enhanced number of
photons at ~ 90° is due to the fact that around this angle all Cerenkov photons are internally
reflected. (b) (IV,) monitored 1999-2002, showing a loss of 1.940.2% signal photons per year,
but seemingly at changing rates. The purple lines indicate changes in the DIRC reconstruction
software. Note that the errors shown are statistical only, and the fits are only indicative. At
the current rates, the impact on the DIRC performance is very small.
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The resolution on the difference between the measured and expected Cerenkov angle for
single photons, A#. ., shown in Fig. 8.14, is 9.6mrad (limited by geometrical alignment),
in very good agreement with the expected value. In the absence of correlations, the track
resolution should then be:

o (6. = 03(00)/N7+at2rack. (8.4)

track

Using di-muon events, the Cerenkov angle resolution for tracks is measured to be 2.5mrad
(see Fig. 8.14), compared to the design goal of 2.2mrad.
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Figure 8.14: The DIRC performance in terms of resolution in (a) A, and (b) At,, measured
with dimuon events.

From a clean sample of D** — D% — K*7~)nt events, the separation between kaons
and pions can be determined over the whole kinematic range. In the absence of tails on the
distributions, the separation is simply the difference of the mean Cerenkov angle divided by the
track resolution, see Fig. 8.15. However, due to tails, the separation is not quite as significant,
and is more accurately defined in terms of efficiency and misidentification probability as a
function of momentum, see Fig. 8.15.

Finally, the very precise timing of the DIRC makes it a good source of monitoring device,
and is also used for background monitoring by PEP-II. Furthermore, its great sensitivity to
tracking makes it a good monitor of the tracking alignment®.

The DIRC has been operating very reliably, had no major problems and has been most
tolerant to high backgrounds. Both kink-finding and PID likelihood are sensitive to the
fraction of charged kaons, that decay before reaching the DIRC (15-20%), and so the kaon
efficiency is not severely affected. Alignment and code developement are expected to im-
prove the resolution further, but the performance achieved is excellent and within the design
requirements.

As the DIRC is very sensible to the tracking, and since tracking is one of the limiting
parameters, it was thought of placing an additional tracking layer on the outer part of the
DIRC, as this would greatly increase the track and thus the angular precision. However, the
DIRC already works very well, and an additional layer of tracking is not needed.

3By monitoring the time resolution over time, slight changes in the tracking resolution can be detected. An
SVT humidity problem in November 2001, which caused slight misalignment, was first seen by DIRC.
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Figure 8.15: The DIRC PID performance measured with a pure sample of D** — D%(—
K*rn )r" events. (a) Kaon efficiency and pion mis-identification rate and (b) separation
between kaons and pions as a function of momentum. The lacking correspondance between
mis-identification rates (bottom left) and separation (right) is due to non-Gaussian tails in
the Cerenkov angle distribution. Note that the scale on the y-axis on the two left figures are
not the same.

8.6 The ElectroMagnetic Calorimeter (EMC)

The detection of photons and charged particles interacting electromagnetically, can be done
with “doped” crystals. When electrons and photons pass through crystal, they loose energy
by bremsstrahlung (electrons) and ete~ pair production (photons). Both these processes
produce new electrons and photons, thereby creating a shower of (low energy) electrons and
photons.

These excite the atoms in the crystal, emitting photons in the ultraviolet spectrum, which
through a wavelength shifter (the “doped” impurities, which absorb light at one frequency
and reemit it at another one) are turned into frequencies compatible with standard photo-
diodes acceptance. From the size of the signal, the energy of the interacting particles can be
infered.

8.6.1 EMC functions and requirements

The EMC is the main detector for neutral electromagnetically interacting particles, mainly
photons. It should be able to measure electromagnetic showers over the energy range 20 MeV
up to 9 GeV with excellent efficiency, and energy and angular resolution. Such capabilities
enable the reconstruction of 7% and 7 decays as well as electromagnetic and radiative processes,
ranging from low energy n° mesons (from e.g. D** decays) to high energy ete™ — ete™(7)
and ete™ — vy events used for calibration and luminosity determination.

The EMC should in addition be able to identify electrons, used for tagging, reconstruction
of vector mesons such as J/1, semi-leptonic and rare decays of B and D mesons and 7 leptons.
The EMC is also required to provide quick event information, as it constitutes one of the
two principal triggers. Furthermore, the EMC must be able to operate reliably in a radiation
environment over the anticipated ten-year lifetime of the experiment and in the 1.5T magnetic
field.

Contrary to the previous detectors, the EMC is not required to minimize material, as the
particles detected by the outermost subdetector (the IFR, see Section 8.8) are only slightly
affected by the EMC material.
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8.6.2 EMC design

To achieve the above requirements, a hermetic, total-absorbtion calorimeter design was cho-
sen. The EMC cousists of finely segmented crystals, read out at the end by silicon photodiodes
matching the scintillator spectrum®®. Cesium iodide (CsI) doped with 0.1% thallium (T1) was
chosen for the crystals because of its high light yield and small Moliere radius, which enables
high energy and angular resolution, respectively. In addition, its short radiation length re-
duces the depth required to contain the showers, and its large attenuation length allows the
crystals to act as both radiators and transmitters. A total of 6580 crystals pointing towards
the vertex are arranged in a barrel section (5760) and a forward conic endcap (820), while
a backward endcap is omitted (out of cost issues), see Fig. 8.16. This results in an angular
coverage from 15.8° to 141.8° (though effectively slightly less due to shower leakage in the
edges), which corresponds to 90% of the CM solid angle.
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Figure 8.16: Layout of EMC crystals along with principle dimensions and angles. A backward
endcap was not deemed necessary, considering its cost.

The dimensions of the crystals are typically 47 x 47 mm at the front face, 60 x 61 mm
at the back face and 296-324 mm long, decreasing in transverse dimension, and increasing in
length toward the forward direction, for optimizing the usage of a given number of channels.
The length corresponds to 16.0-17.5 Xj, enough to contain photons and electron showers,
while hadrons (usually) continue to the IFR.

The barrel and outer five endcap rings have less than 0.3-0.6 X in front of them, increas-
ing with absolute polar angle and dominated by the DIRC. More material is in front of the
inner three end cap rings, whose main purpose is to contain the showers.

To ensure low transmittance on the sides, magnetic shielding and electric insulation, each crys-
tal is wrapped in reflector and aluminum foil and covered with mylar, before being mounted
in the described arrays. The crystals are read out at the rear end by two independent 2 x 1cm?
photodiodes. The photodiodes reside together with preamplifiers in a shielded housing also
used for heat removal. To meet the required energy resolution, the noise from readout elec-
tronics should be below an equivalent of 250keV, which is achieved using digital filters.

The EMC is maintained at a low, constant and closely monitored temperature, as changes
degrade the precision and can damage the joints.

*The design was in part chose because of recent satisfactory experience at CLEO [CLEOS3].
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To reach the desired energy resolution for the EMC, constant calibration of the energy
scale is crucial, in order to monitor both short and long term variations. This is done using
the following techniques:

Charge injection into the front end of the amplifiers, in order to monitor the precise re-
sponse function (0.1% level) of the read-out electronics for each channel.

Light pulsar system injecting light via optical fibers into the rear end of each crystal for
tracking short term changes to better than 0.15% (with daily light pulsar runs).

Radioactive source (O*'®) producing 6.13 MeV photons®” producing 6.13 MeV photons
for setting the energy scale precisely (0.35%), and monitoring long term variations.

Bhabha events for continuous calibration, to measure the small changes in light yield with
integrated radiation (0.35%).

Parameter Barrel Endcap Property Value

No. Crystals (17.6Xy) 840 820 Radiation Length 1.85 cm
No. Crystals (17.1X) 840 0 Density 4.53 g/cm3
No. Crystals (16.6Xy) 840 0 Moliere Radius 3.8 cm

No. Crystals (16.1X,) 3240 0 Light Yield ~ 50000 v/ MeV
Total Volume (m?) 5.2 0.7 Peak Wavelength 565nm

No. Readout Channels 11760 1640 Signal Decay Time  640ns/3.34us

Table 8.3: Parameters for the EMC. Table 8.4: Properties of Thallium-doped Csl.

Crystals with energy deposit above 1 MeV (15-20%) are read out, after which clusters and
local maxima (bumps) are found by pattern recognition algorithms. In case of several bumps
in a cluster, the energy is divided according to an iterative weight calculation. The position of
a bump is calculated from a center-of-gravity method with logarithmic weights emphasising
lower energy crystals, with an additional forward-backward correction. Bumps, which have
no tracks leading to them, are assumed to be due to neutral particles.

To distinguish electromagnetic showers (y and e*) from showers of neutral hadrons (K?
and n) which tend to extend over more crystals than the former, the shower shape is charac-
terised by the lateral moment (LAT) [D*85], defined as:

n 2
LAT = 2=l - (8.5)
S Eir? + (By + E2)R]

where n is the number of crystals, Ry is the mean distance between adjacent crystals, r; is the
crystal distance from the shower center and E; is the energy of crystal ¢, the crystals being
ordered by decreasing energy (i.e. Fy is the largest crystal energy). Also the regularity of the
shower is characterised by Zernike moments [SV97], as EM showers are most regular.

8.6.3 EMC operation and performance

The EMC has in general been operating well. During the second year of running, the cooling
of the calorimeter was not entirely stable, which lead to series of minor problems. But having
overcome this problem, no major difficulties have been encountered, and only the neutron
generator used to produce the calibration source, O*'%, has needed replacement.

>The full chain of reaction is F'° +n — N'® + He, N'® — O*'° + ¢ and O*'® — O'® 4+ v, where the initial
neutrons are produced by a neutron generator placed next to the detector.
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The loss of light from radiation damage is starting to show for the end cap, where a 5-10%
degration in energy resolution has been observed. The rate of deterioration will most likely
increase with the luminosity, but so far the behavior has been favorable, and the crystals,
especially those in the barrel, are likely to last until 2006 without major replacements. The
silicon photodiodes are also affected by radiation, and may have to be replaced at some point,
but the issue is again not critical.

(a) ° -y (b) "
. ) ™ — yy
0.06 |- Bhabhas _j 12 - - MonteCarlo |
o x.—>Jhyy .
- - MonteCarlo| - \‘ i
w 0.04 S 8
W £
b D
5
0.02 4
0.02 . M | ! L | | | | | |
e 107 1.0 100 2 1 5 3
8583A41 Photon Energy (GeV) g2001 Photon Energy (GeV)

Figure 8.17: Energy and angular resolution of the EMC. (a) The energy resolution is measured
using 7 decays, radiative Bhabha events, and x. — J/1y events, while (b) the angular
resolution is only determined from 7V decays. The agreement with MC is good.

The energy resolution is determined by fitting data from the O*'6 source, 7% — vy decays,
Xc1 — J /1y events and radiative Bhabha events (see Fig. 8.17a), while the angular resolution
is measured with approximately equal energy 7° and 5 decays to two photons (see Fig. 8.17b).
The fit functions each consist of a constant and an energy-dependent term:

2.30 £ 0.02 + 0.30 %

op/E(GeV) = TGy @ L0+ 008+ 020 %, (8.6)
87 £0. d
opy = SSTEO0Tmrad o 06 4 .04 mrad. (8.7)
/ E(GeV)

The obtained energy resolution is in agreement with recent MC studies (but worse than TDR
expectations [BABAR], which is thought to be due to too simplistic simulations). The angular
resolution is slightly better than the design requirements and simulation expectations.

The e/m separation, is mainly based on the energy-momentum ratio, and studied with
efe™ — ete y,ete"ete™ events along with K — nt7~ and three-prong 7 decays. In the
momentum range 0.5 < p < 2.0GeV, a tight (very tight) selection has an average 94.8%
(88.1%) electron efficiency with a pion misidentification probability of 0.3% (0.15%), shown
in Fig. 8.18 (left) as a function of momentum and polar angle. The 7° mass resolution is
6.9 MeV for photons with £, > 30MeV and E;o > 300 MeV (see Fig. 8.18II), which agrees
well with MC simulations, and is ~ 10% lower for isolated 7° candidates in hadronic events®®.

%¥1n terms of calorimeter, the Belle detector is performing slightly better than BABAR, this being attributed
to the larger distance from the IP (1.2m compared to 1.0m at BABAR) and the lower machine backgrounds.
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Figure 8.18: Performance of the EMC. (I) The E/p distribution for electrons centered at 0.95.
The non-Gaussian tail towards lower values, is due to material in front of the EMC, leakage,
and inefficiencies. In the smaller figure is shown the resulting e* efficiency (left y-axis) and
7 misidentification (right y-axis) rate as a function of (a) momentum and (b) polar angle.
(II) The 7° mass peak in the invariant mass spectrum of two photons in BB events. The

photons and 7° candidates are required to have an energy larger than 30 MeV and 300 MeV,
respectively.

8.7 The superconducting solenoidal magnet

The magnetic field needed for measuring the momentum of charged particles is provided by a
thin 1.5 T superconducting solenoidal magnet. The inner radius and length of the magnet are
determined by the four inner subdetectors, and the thickness by the required muon and K"
efficiencies. The magnitude and uniformity specifications of the field are derived from DCH
momentum resolution requirements, which suggest that a 1.5 T field with 2% uniformity in
the tracking region is required. Concurrently, the field should interfere with PEP-1I beam
elements as little as possible. Along with the bucking coil (see Section 8.5), the magnet is
controlled by the PEP-IT operators, as the field influences the beam. For beam-orbit stability

reasons, the bending also requires that the beam-axis is tilted slightly (~ 1°) with respect to
the detector magnetic field.

8.8 The Instrumented Flux Return (IFR)

Particles reaching the IFR, such as muons and hadrons, require much material to interact
significantly. To attain this, alternating layers of metal and detector plates are used, since the
showering in the metal will create charged particles, detectable in the instrumented layers.
Though charged hadrons are detected in the IFR, they are also visible to the much better
inner detectors, and the IFR information is rarely used for these.

8.8.1 IFR functions and requirements

The primary task of the IFR is high efficiency muon identification over a wide range of angles
and momenta, which is very important for reconstruction of vector mesons (such as J/1),
study of semi-leptonic and rare decays of B and D mesons and not the least, tagging, needed
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for all time-dependent B° analyses. The IFR should be able to efficiently identify muons with
momenta ranging from 600 MeV up to several GeV. For muon tagging purposes, the upper
limit for a hadron to be misidentified as a muon should be about 5%.

Secondly, the IFR should be able to identify neutral hadrons, mainly the longlived neutral
kaon, KV, which is interesting for C'P studies, but also neutrons. In addition, the IFR is
used to veto on events with missing hadronic energy, and provides a trigger on cosmic ray
events used for calibration and vetoing. Finally, and from a construction point of view most
importantly, the iron layers of the IFR comprise the flux return for the solenoidal magnet,
hence the name Instrumented Flux Return.

8.8.2 IFR design

Contrary to the EMC, a large fraction of the energy absorbed in the IFR is not detected, as
only the shower shape and direction of the particle is detected. As muons do not interact
strongly, they do not create showers, contrary to hadrons, and this is used for discrimination
between the two (mainly p /7 separation).

The TFR, shown in Fig. 8.19, consists of alternating layers of steel and Resistive Plate
Chambers (RPC) arranged to form a barrel and two endcaps. The barrel extends radially
from 1.78m to 3.0lm and is divided into sextants, each 3.75m long and 1.88m to 3.23m wide.
The endcaps are hexagonal with a central hole for the beam components, giving the IFR an
angular coverage of 20° < 6 < 147°. The steel plate thickness increases from 2 cm for the
nine innermost plates to 10cm for the outermost ones, for a total of 65cm (60cm) of steel and
19 (18) layers for the barrel (endcaps). In addition, two cylindrical RPC layers are placed in
the barrel region between the EMC and the cryostat for the solenoidal magnet.

Barrel
342 RPC
Modules

432 RPC
Modules
End Doors
4-2001
8583A3

Figure 8.19: Layout of barrel and end caps of the IFR. The many layers of iron serve both as
material to stop hadrons and as flux return for the magnet.

The RPCs consist of two thin Bakelite sheets treated with linseed oil, which surround a
2mm gap containing (non-flammable) argon-freon-isobutane gas. High voltage (~ 7.6 kV) is
applied across the gap, thus when charged particles cause ionization in the gas, a discharge
(sparks) is triggered. This induces a signal in the thin readout strips on the back of the
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Bakelite, which are placed perpendicular to each other, such that they provide ¢z-position in
the barrel, and zy-position in the endcaps. Two and three-dimensional clustering algorithms
are applied for determining shape and position of clusters, which are also vetoed by tracks,
and the resolution obtained is around a few millimetres, depending on the strip segmentation.

8.8.3 IFR operations and performance

Contrary to the other subdetectors, the IFR has not been optimally operating and performing,
which has mostly been caused by temperature problems. The IR experimental hall is not
temparature controlled, and high temperatures in the IFR (> 37°C) resulted in exceedingly
high dark currents, which in turn caused HV trips repeatedly. To remedy this problem, water
cooling was installed, but some RPCs continued to deteriorate, this thought to be caused by
the linseed oil accumulating under the influence of the electric field.

Another problem has been the machine related backgrounds, which do not come from the
IP. These cause high rates and fake signals in the outer layers of the IFR (mostly in the end
caps), which have caused problems and degraded the capabilities.

The performance of the RPCs are determined using both collision and cosmic ray data,
and 75% of the active RPC modules exceed and efficiency of 90%. Calibration with cosmic
ray data is performed weekly.
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Figure 8.20: Performance of the IFR. (a) Muon efficiency (left y-axis) and pion misidentifi-
cation rate (right y-axis) as a function of momentum. (b) Angular resolution for K9 mesons.

The muon identification performance is evaluated on kinematically selected muon samples
from puee and ppy events and pion samples from K9 and three-prong 7 decays. The average
muon efficiency in the momentum range 1.5 < p < 3.0 GeV is for a loose (tight) selection close
to 90% (80%) with a pion misidentification rate of 6-8% (2%). The muon efficiency and pion
misidentification rate as a function of momentum and polar angle can be seen in Fig. 8.20.

The K? detection is based on a combination of the EMC, the two cylindrical RPCs layers
and the IFR cluster information. The angular resolution is measured from ete™ — ¢y —
K?K%y events, and the difference between the missing momentum and the associated K
cluster has a resolution of about 60mrad, which improves by a factor of two, if also interacting
in the EMC. The K? efficiency is estimated to be 20-40% increasing linearly with momentum.
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8.9 The trigger

While the production rate of interesting physics events is relatively modest (~ 3Hz for BB
and ~ 15Hz for others), background events are produced copiously. To bring the data rate
down to a reasonable level, such that the data can be stored (and little or no dead-time is
associated with the readout) without the loss of interesting events, a selection mechanism has
to be employed — this is the trigger.

The trigger must be able to select the events of interest with a very high (> 99% for

BB), stable and precisely known efficiencies, while reducing the background to a level such
that the total rate does not exceed 250Hz (120Hz at design luminosity), as required by the
online computing system. In addition to the signal events, the trigger should also be able
to select events used for calibration, diagnostics and luminosity determination. Furthermore,
the trigger should be adjustable and tolerant to endure even extreme backgrounds (many
MHz) and several dead/noisy channels, without deadtime above 1%.
To bring the rate down to 250Hz without loss of signal, a detailed analysis of each event is
needed, but given the large amount of information and the fast response time needed, this is
practically impossible. Therefore the trigger is divided into two levels; the first-level hardware-
based trigger (L1) reducing the rate down to 2kHz followed by the third-level software-based
trigger (L3)%7.

8.9.1 Level 1 trigger

The L1 trigger relies solely on information from the DCH (DCT), EMC (EMT) and IFR, the
latter being used for ete™ — putu~ events and selection/veto on cosmic rays. By demanding
that the DCH and the EMC trigger each satisfy the above requirements of being independent,
redundant, and highly efficient, one obtains an extremely efficient trigger with furthermore
the ability to intercalibrate the two triggers.

To obtain the required L1 speed, the detector information is condensed into a more coarse
configuration (with 1776 (DCH) + 280 (EMC) + 10 (IFR) channels) with no longitudinal
coordinate.

The trigger decision is based on fixed combinations of subtriggers, so-called trigger primitives,
which are very simple tracks or clusters, which are above a certain momentum threshold. A
global L1 triggering unit attempts to match the angular information from the charged and
the neutral triggers, and includes a veto on cosmic ray events from the IFR for the final L1
trigger decision, which is formed within 11-12 us after the corresponding interaction. While
the L1 trigger decision is being made, the data is stored in buffers in the FEE (see Section
8.1).

The typical L1 trigger rate during Run-III was about 2kHz, dominated by beam-induced
backgrounds, while actual physics events (see Tab. 8.5) still comprise only a small fraction of
the triggers (> 5%). At future higher luminosities, the DCH z-coordinate information will be
included in the L1 decision to discard large backgrounds originating away from the IP.

8.9.2 Level 3 trigger

Further reduction of the rate without loss of signal requires reconstruction of the event, which
is done on an online computer farm, and again the trigger is divided into two separate filters.
The tracking filter requires one high p; > 600 MeV track or two low p; > 250 MeV tracks from
around the IP, while the neutral filter demands either two high energy (F > 350MeV) or
four clusters and an event mass greater than 1.5 GeV. Table 8.5 shows the various input and

%The trigger system was designed to possibly also include a second-level fast software trigger, based on
partial detector information, in case the L1 was not capable of reducing the rate enough for the L3 (hence the
terminology). However, it has not become necessary, and thus at BABAR no second-level trigger exists.
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Process Production Rate L1 Output L3 Output

BB 3.2 Hz 3.2 Hz 3.2 Hz

qq, pp T, T 16.5 Hz 15.6 Hz 15.3 Hz
Bhabha 159 Hz 156 Hz 21 Hz (unidentified)

45 Hz (for calibration)

Cosmic rays O(35 kHz) 100 Hz < 2 Hz

Beam induced backgrounds O(30 kHz) 750 Hz 30 Hz
Miscellaneous/Random 25 Hz

Total O(30 kHz) 1000 Hz 130 Hz

Table 8.5: Trigger rates at £ = 3 x 1033cm™2s~!. While the physics rates scale linearly with
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luminosity, the backgrounds depend on more parameters (e.g. the beam-induced background
is highly vacuum dependent).

output rates for the various processes. While vetoing on most Bhabha events, some are logged
along with random triggers and some are selected uniformly in polar angle, for calibration.

The typical output rate at current luminosity, £ = 8 x 10%3cm=2s~! is ~ 250 Hz, as required.
The L3 also monitors luminosity and BB fraction, which essentially is for energy scaling (see

Section 7.3.1). An example of the L3 trigger (shown online in the control room) is seen in

Fig. 8.21
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Figure 8.21: Example of event in the online L3 trigger display. To the left the L1 trigger
primitives are listed, while the more in depth L3 decision is shown on the right.
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8.9.3 Online Prompt Reconstruction

Online Prompt Reconstruction (OPR) of the L3 trigger output event rate is performed on
a computing farm (in Padua, Italy!), leaving only the “rolling calibration” (realtime update
of calibration constants) at SLAC. The experiment produces almost 1TB of data daily, and
the total data volume is closing in on the 1PB (1000 TB) mark, announced at SLAC as the
world’s largest database. This in turn means, that reprocessing of the data, with new and
improved reconstruction algorithms, was most likely done for the last time in 2003, as it has
by now become a computationally almost unsurmountable task.
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8.10 The BABAR Data

The data collected so far (January 2004) is shown in Fig. 8.22. The data taking has been
divided into runs, of which BABAR is currently in the fourth (planned to end in July 2004). The
data within each run is taken under stable conditions, to simplify the subsequent processing,

quality checks and corrections. The period, recorded data and conditions of each run can be
found in Table 8.6.

Period Run Int. Luminosity (fb!) Conditions
Onpeak Offpeak
Oct. 1999 — Oct. 2000 Run I 20.721 2.602 DCH 1900/1960V
Feb. 2001 — Jun. 2002 Run I  61.158 6.978 DCH 1930V, EMC Prob.
Dec. 2002 — Jun. 2003 Run IIT  31.393 2.436 DCH 1960V
Sep. 2003 — end of year Run IV~ 22.85 2.15 DCH 1960V
Total (New Year 20032004 136.12 14.15

Table 8.6: Running periods, recorded amount of data, and conditions.
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Figure 8.22: Total integrated luminosity for the period 1999-2004. The total integrated
PEP-II luminosity expected after finishing Run IV (July 2004) is ~ 240 fb~1.
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The daily integrated luminosity and daily data taking efficiency are shown in Fig. 8.23. The
efficiency is generally above 95%.
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Figure 8.23: Daily integrated luminosity (left) and daily data taking efficiency (right) for the
period 1999-2004.

The total number of reconstructed B mesons, using only the most clean and abundant modes
(which are B® — D"~ (n/p/a;)t and Bt — D®O07+t) using 81.8 fb ! is ~ 5.1 x 10? (see
Fig. 8.24). However, by considering additional modes with more background (overall purity
~ 70%), this number can be increased by a factor of two.

The large number of fully reconstructed B decays not only enables the study of a variety of
channels, but from the combined sample of these, it allows the inclusive study of the other B
meson (termed the recoil side B meson). This offers a very pure and constrained environment,
utilized in many analyses (e.g. B — X, /v).
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Figure 8.24: The B? and B* samples of fully reconstructed events. Shown is the distribution
in the variable mpg (see Section 9.2), with the signal peak to the right and basic parameters
to the left. Larger (but less pure) samples can be obtained by including additional modes.
The samples are used as high statistics control samples, and for inclusive studies in the clean
and constrained recoil side.
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8.11 Section summary and conclusions

In order to pursue the physics program of measuring C'P violation in the B system, the BABAR
detector should detect tracks and clusters with high efficiency and precision, and both the
vertexing and PID system should perform excellently. Other issues are trigger redundancy,
close monitoring, precise calibration, and tolerance to high backgrounds.

This is obtained with five consecutive subdetectors. Innermost is the silicon vertex detector
(SVT), followed by the drift chamber (DCH), and then the PID system (DIRC). Outermost is
the EM calorimeter (EMC), and finally the hadron calorimeter (IFR). All subdetectors were
designed and optimized for B physics, though many other subjects are equally well covered.

After four years of running, the BABAR detector is living up to its expectations and design
goals, as all subsystems are fully operational and all but the IFR, which is not a crucial
part, have reached design specifications or beyond. The running has been very stable, and
the overall efficiency is greater than 98% (see Fig. 8.22), which is hard (and pointless) to
improve. Even with much increased instantaneous luminosity, most of the subdetectors will
remain operational.

Having said that, it should be stressed that it is of key importance that each system is
monitored and studied closely, such that limiting factors and show-stoppers can be foreseen
and dealt with in due time. As the response time (i.e. the time to realize a problem, solve it,
design a solution, build it, test it, install it, and commission it) is long, often several years,
great foresight is required. The process for the new DIRC TDCs was a good example of this.

A task force created in 2002 was asked to consider the possibilities of improving the
BABAR detector. Many proposals were considered, including e.g. a 0** SVT layer and veto-
calorimetry at low polar angles, but the main conclusion of the task force was that it was
hard to significantly improve the detector — thus it was built correctly in the first place.






Part III
Analysis

It is a capital mistake to theorize before one has data.
[Sir Arthur Conan Doyle, 1859-1930]



96

The third part of this thesis contains the data analysis, which combines the theoretical con-
siderations developed in the first part with the experimental possibilities and constraints
presented in the second part. The analysis presented here is a first step in the pursuit of
a measurement of y. It was carried out “blindly”, that is to say, the signal region was not
considered until the selection criteria were fixed, and the C'P asymmetries not revealed until
the analysis was frozen.

The first objective is to establish a signal and determine its size, purity and distribution in
the Dalitz plot. As no assumptions about the Dalitz distribution can be made, the selection
criteria have to be common for the entire Dalitz region. Based on the outcome of this analysis,
the proportions and prospects of a time-dependent analysis are decided upon, in terms of
Dalitz regions included, as too large backgrounds may inhibit the use of certain Dalitz regions.

To execute this strategy, a pre-selection and a subsequent more refined selection of events
of interest is made, that is events in the signal region and sidebands, from which the back-
ground in the signal region can be determined from interpolation (Sections 9.4 and 9.5).
Included in this selection are also control samples, that is other samples, which allow for the
extraction of features from the data itself and comparison between data and MC with large
statistics.

The selected events are then fitted with an unbinned maximum likelhood fit, from which
the signal yields and associated branching fractions are extracted. To correct for the varying
efficiency in the Dalitz plot, a novel statistical method, sPlot, is employed (Section 10).

Systematic errors are evaluated by several methods, including control samples, general
recipies (essentially also from high statistics control samples) and varying unknown parameters
within their uncertainties (Section 11). The results obtained are validated using simplified
(toy) Monte-Carlo simulations and also the ¢Plot technology, which provides the true signal
distribution with associated errors from the data itself (Section 13).

Though the size of the data sample is not adequate for any decisive conclusions, a time-
dependent C'P analysis is presented (Section 14) to establish limits and evaluate the sensitivity
of such a fit.
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9 Data sample and selection

9.1 Data samples

The analysis presented here is based on the Run-I and Run-II data, which together comprise
81.8 fb~! on-resonance and 9.7 fb~! off-resonance data. In addition 132200 Monte Carlo
(MC) DK 7 and 103200 MC D** K7 F signal events generated uniformly in the kinematic
region (i.e. Dalitz plot) are used, considering the subdecays D* — KTr*tngt D** - DOn*
with D — Ktn~ , KTn 7% K*ntr~n~ and K° — K% — nt7~. Furthermore, 175.9 fb~!
generic BB and 143.8 fb~' BTB~ Monte Carlo simulation®® are used. The samples are
summarised in Table 9.1.

Origin Sample Size Conditions
Data On-Resonance 81.8 fb ! May 1999 — July 2002
Off-Resonance 9.7 b1 May 1999 — July 2002

MC D*KOrT Signal 132200 events Feb 2000 — June 2002
D** K% Signal 103200 events Feb 2000 — June 2002
Generic B°B° 175.9 b=t May 1999 — July 2002
Generic BT B~ 143.8 th~! May 1999 — July 2002

Table 9.1: Data and Monte Carlo samples used in analysis. The data is from Run-I and Run-
II, while the Monte Carlo samples are produced with the same beam and detector conditions.
Assuming that Br(B° — D**K%rT) = 4 x 10~* the signal MC corresponds to samples of
11.6 x 103 b~ ! for B - D*K%¥F and 5.0 x 103 b~ ! for B® — D**K%2F | i.e. two orders of
magnitude larger than the data sample used.

9.1.1 General comments on Monte Carlo resemblance to data

Though the detector simulation is quite detailed and involved, and has been tuned to match
the data, the correspondance is never complete, and so one should keep in mind that simulated
events (generally called Monte Carlo), may have slightly different distributions than the true
events, due to the imperfect knowledte of the detector response.

One place where this is particularly pronounced is the central value for AFE, which is very
close to zero for MC, while it is shifted by about —5 MeV for data. The cause of this shift is
thought to be the same as for the slight shift in the mass peaks, namely tiny discrepancies in
tracking (see Section 8.4). The average shift from final state radiation is estimated [PD03] to
be around —1 MeV, which is well reproduced by MC and thus not the reason for the shift.

Furthermore, far from all decay modes of the B meson have been accounted for. In
fact, only about 30% of the total branching ratio is known, and so when generating generic
B decays, one is forced to use algorithms which choose final states (through a model for
hadronization) according to what one observes, e.g. average number of tracks and clusters
in BB events. In BABAR, JetSet [Sjo94] has been chosen to do this task, and ever since
data started being recorded, the parameters of the algorithm have been tuned to match data
with increasing precision. The overall correspondance is generally good, but certainly has
its limitations. Thus, even if the detector responce was accurately simulated, the generic B
decays would still not represent reality perfectly, and so one is forced to determine to which
level of accuracy the simulation holds and can be used.

The effects are usually relatively modest, but they may be amplified when combined
through the use of several-dimensional fits and/or neural networks. For these reasons it has
been strived to use data as much as possible, which for background is done with sidebands
and for signal with resembling control channels.

®The luminosity conversion factor used was 1.1 x 10° N(BB) fb.
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9.1.2 Control channels

To extract the signal shape from the data, the BY — D(*)*aiIr decay channels are selected as
control samples (see Section 9.4.1). These channels have the same final state as the signal,
as the subsequent decay a — p’(— 7Fm )7t matches the final state of the signal with
K% — nt7n~, ie. three charged tracks in addition to the D meson. But contrary to the
signal, these channels are not Cabibbo suppressed, and thus these high statistics channels
allow for extraction of signal features from the data itself, thus not relying on MC.

Also the channel B — D*~xt has been selected, as it is very pure, and therefore has fewer
requirements in the standard selection, than the signal channels does.

9.1.3 Data topology

The distribution of number of tracks and visible energy is shown for the various event types
in Fig. 9.1, while the contents and topology of the data are listed in Table 9.2.
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Figure 9.1: (a) Number of tracks and (b) visible energy for processes occuring in e*e™ col-
lisions at the 7°(4S5) resonance. While QED processes are very distinct, g events resemble
BB decays.

Event type Topology Signal contamination
ete- - T(4S) - BB Many tracks mostly hadrons, many D)  Significant
Near-isotropic angular dist. in CM Same angular dist.
ete™ = ¢qg,q = u,d,s,c Many tracks mostly hadrons, some D®)  Dominant
Back-to-back angular dist. in CM Different angular dist.
ete” = 410 [yy Few tracks mostly leptons Negligible
Back-to-back angular dist. (contained in ¢q)

Table 9.2: Topology of background event types. Both BB and ¢ (continuum) events consti-
tute backgrounds, while £7¢~ /vy events can be disregarded.

Though continuum events resemble the signal less than BB backgrounds, its copious
production (cf. Table 7.1) makes it the dominant background. The £¢~ /vy background is
insignificant, and is under any circumstances included in the general continuum description.
BY - D®EK7F decays distinguish themselves from other processes in many ways, which
will be discussed in the following.
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9.2 B meson specific variables

Apart from the distributions of the individual B decay daughters (see Section 9.5), the B
meson has features, which makes it distinguishable from the backgrounds. As the beam
parameters are very well known, one can within the precision of these infere the magnitude
(but not the direction) of the B meson’s momentum. Along with the mass of the B meson,
this yields the two most discriminating variables.

9.2.1 Energy substituted mass and energy difference

Given a reconstructed B candidate, the energy substituted mass is defined as:

mes = (/24 P/ -y E (B — ()2 (9.1)

where s = (p.+ + p.—)? is the total invariant mass of the system squared (i.e. essentially
m%( 48) for on-resonance data) and ¢ = (F,p) is a Lorentz vector, with the subscripts B and
0 refering to the B candidate and the beam, respectively. From the CM expression (py = 0)
in Eq. (9.1) it is apparent, that mpggs is simply the B mass, where the reconstructed energy,
which would dominate the error, is substituted with the more precisely known B energy
derived from the beam energy.

The reconstructed energy is used in the energy difference, AFE, which is defined as:

AE = (2qpqo—s)/2vs = ESM — ESM, (9.2)

where again the CM expression is very intuitive. These two variables optimally use the beam
constraint and are minimally (but never-the-less) correlated, due to their common sources of
uncertainty.

The uncertainty of mpgg arises from the beam energy spread, og, and the error in the B
momentum measurement in the 7°(4S5) frame, TpgM:

2 2 Pg" ’ 2
UmES ~ O'EO + <m—B> Ung (93)
The beam energy fluctuations are ~ 2.5 MeV, and the momentum uncertainty is of the same
order. As (pp/mp)? ~ 0.06 at the 7(45) resonance, the mgg resolution is dominated by the
beam energy uncertainty. As a result, all modes have similar mpg uncertainties, in the range
[2.5;2.8] MeV. For AE, the situation is very different, as the resolution varies by more than
a factor three between final states.

The uncertainty of AF originates from the error on the B energy measurement, O'%B, and
again the beam energy spread, agEO:

OAp = UgEO—I—UgEB (9.4)

Here, the energy resolution for the measured B energy dominates; for the modes considered
in this analysis, o, is 10 — 15 MeV and though these are some of the smallest AE widths in
BABAR, they still dominate azA B

mps and AF are the two most powerful variables for discriminating against background,
and for this reason they are both used in the unbinned maximum likelihood fit. Since the main
sources of uncertainty are different for mgs and AFE, the two variables are largely independent.
Correlations stem from the common source of uncertainty — the beam energy spread — which
is dominant for mgg while only influences AFE slightly. As the AFE resolution decreases,
this correlation increases, since the relative influence of the beam energy uncertainty on AE
increases.
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Figure 9.2: Signal MC distributions for B — DT K% F. Distributions of (a) mgs and (b)
AE. (c) scatter plot of mgs vs. AE. Profile plots (average value of one variable vs. another)
of (d) mgs vs. AE and (e) vice versa (see text). The linear correlation is —15.8%. Note that
mgs has been offset by its central value of 5.2795 GeV.
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The B® — D®*K%%F modes have a very well determined AE, due to the many mass
constraints and relatively large number of tracks, and therefore the correlation is sizable
though not large — the linear correlation in signal MC is measured to be —15.8%.

In Fig. 9.2 is shown for B — DTK%¥ signal MC the distribution of mpg and AFE

followed by a scatter plot of the two and finally profile plots which show the average value in
bins as a function of the other (note that mpgg has been offset by its central value of 5.2795
GeV). Though not large, the correlation is seen in the scatter plot and is revealed very clearly
in the two profile plots.
While the mgg distribution is very nearly Gaussian, the AFE distribution has to be fitted with
a double Gaussian with common mean (see Section 10.1.1), due to additional tails from less
well reconstructed events. For such events with large absolute values of AFE, the influence
of the beam energy uncertainty is less outspoken, and most likely therefore the correlation
decreases for such events, as can be seen in Fig. 9.2e.

In order to have ample sidebands and yet a not too large fitting range and information loss
(due to choosing in events with multiple candidates, see Section 9.7.1), only events within
[5.24,5.29] x [—0.1,0.1] ([5.20,5.288] x [—0.1,0.1}) in mps (GeV) and AE (GeV) for the
BY - D*K%rT (B — D**K°rT) mode respectively are accepted. However, to retain
larger statistics for the off-resonance data, windows of [5.20, 5.290] x [—0.2, 0.2] ([5.20, 5.288] x
[—0.2,0.2]) were used in that case.

The upper limits in mgg at 5.29 (5.288) GeV does not influence the fit (the change in signal
yield is ~ £0.04 event), but ensures that no events lie beyond the endpoint of the background
function (see Section 10.1.2), even when changing the endpoint for systematic studies.

9.2.2 Time distribution

In principle the time distribution also discriminates against the background. Correctly recon-
struced B decays may have a significant Az, while continuum events and B decays where the
daughters of the two B mesons have been mixed have Az ~ 0 modulo the resolution function.
Though the resolution significantly dilutes the discrimination power, the information can still
be used.

However, having foreseen a time-dependent fit (see Section 14), this information has not been
used in the selection.

9.3 Shape and angular variables

The largest background consists of e"e™ — ¢g continuum events, mainly c¢ events, as these
contain D®) mesons. Unlike the signal, the q¢ events have considerable phase space available
in the decay/hadronization, and the topology of the event will thus tend to have particles in
two back-to-back jets (i.e. “jetlike”). This is illustrated in Fig. 9.3.

In addition, angular distributions in the events are discriminating, as both the momentum

and thrust directions differs between hadronisation of spin 1/2 particles (continuum) and
decay of spin 0 particles created through a spin 1 resonance (1'(4S) — BB).
This means that variables based solely on the shape of the event and angular information
of the B candidate and the Rest-Of-Event (ROE) can be used for discrimination against
continuum events. By ROE is meant all the tracks and clusters which are not used in the
reconstruction of the B candidate. For optimal usage, the discriminant variables should be
combined into one single variable, easily parametrizable and thereby suitable for a likelihood
fit.
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ete” = T(4S) = BieeBiag ete” — qq

Figure 9.3: Illustration of event shape difference between BB and ¢g in CM. While the BB is
near-uniform, the ¢q is more back-to-back. The difference can be used for ¢ discrimination.
The color separates the event into reconstructed B meson (blue) and ROE (red), see text.

9.3.1 Shape variables

The quantification of “jettiness” has been done in many ways, of which the most common
61
are’":

Thrust, 7', and thrust axis, f, are general and widely used variables, defined as:

AT
T = Max.2eill Pl (9.5)

Tlpl

where 7T is the unit direction, which maximizes T (named the Thrust), and the sums,
1, are taken over all tracks and clusters of interest.

Sphericity, S, defined as:
S = (M +A)/ A, (0< A <A < Ny), (9.6)

where A; are the eigenvalues of the tensor:

5 = % (. = 2,9, 2), (9.7)
i 1Pe

where the sums, 4, are taken over all tracks and clusters of interest.

Fox-Wolfram Moments (FWM), H,, and their ratios, R, defined as [ABCLOST79, FW79]:

$ [P | P (cos bi)

X1 Xy X1X2 X1X>2 : X1Xo
ROX: = gXXe gt with BN = o :
Vv1s

(9.8)
1€X1,j€X0

where P are the Legendre polynomials, 6;; the angle between the momenta of particles
1 and j, and E, is the visible energy of the event. For 2-jet events H,,., ~ 1 and
H,.q ~ 0, and the ratio Ry = Hy/H| has been used as discriminating variable.

61 All variables describing shape are evaluated in the CM frame.
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Super Fox-Wolfram (SFW) Moments, Rsrw, introduced by Belle [Belle01], are defined
in terms of FWM as:

B,ROE ROE,ROE

Rspw =10+ Y ogROF+ > B ROPOE, (9.9)

£:2,4 £:172a374
Rf’ROE are much alike the Monomials (see below) with one important difference; the
former uses the momenta directly, which may lead to correlations with mgs, while in

the latter they enter through the thrust direction only.

Absolute cosine of angle between B and ROE thrust directions, |cos(07 7 )|,

defined as the angle between the thrust axis of the B candidate and the thrust axis of
the ROE. While continuum events tend to have these two axes aligned along the general

. . . . . . . Y 62
jet-axis, |COS(9TB,TROE)| is almost isotropic for BB events®~.

CLEO cones, 7, used by the CLEO collaboration [CLEO96], defined as:

Cl o= Y pdl(0:), 0l(0:) =1 if |6, € [10°(j—1),10°5],  (9.10)

1EROE

where p; is the momentum and 6; is the angle with respect to the B candidate thrust
axis. These CM momentum flow in nine concentric 10° cones around the B candidate
thrust axis are then combined liniarly with optimized coefficients «; as C = ap+> o; C".

Monomials, L,, introduced by the BABAR collaboration [BABARO2c], defined as:

L, = Zpi|cos(9i)|n, (9.11)

1EROE

where p; is the momentum and 6; is the angle with respect to the B candidate thrust
axis [BABARO2c], and the sum is taken over the ROE. This is a generalization (and
elegantification) of the CLEO cones, as the angular information is made continuous.
The most discriminating monomials are Ly and Ly (including their correlation).

Not surprisingly these variables are very correlated, as they all describe somewhat the same
quantity; the jettiness of the event. However, the differences are important, as the discrimina-
tion power and correlation with other variables (mostly mps) differ. The greatest conceptual
difference is whether the shape variable is a sum over the entire event or over the ROE only.
Unless only angular information from the B candidate is used (such as e.g. the B momentum
and thrust axis), including the tracks from the B candidate can induce unwanted correlations
with mpg. For this reason the sphericity and the (super) FW moments are not considered
when constructing a fitting variable for continuum suppression, and the thrust axis is only
used when dividing the event into B candidate and ROE.

For the analysis, the monomials Ly and Ls were chosen, due to their simplicity and high
discrimination power. The distribution of these variables can be seen in Fig. 9.4, where they
are compared to a reference channel (B® — D**77F) for signal MC and off-resonance data.
The specific control sample, B — D*~7T is chosen because it is very pure and as it does
not have a (default) cut on |COS(0fB,fROE)| like the control channels B’ — D®)~a} do (see
Section 9.4.1).

The comparison with the control sample distribution is very good, as can be seen in the
plots. The Ly distribution on signal MC (a) exhibits a slight discrepancy due to incomplete
truth match in the MC for the B — D**z T mode, but the discrepancy is insignificant
in the final combination with other variables (see Section 9.3.3). Using a Kolmogorov test

%2The lack of perfect isotropicity of the decay is due to the slight boost (8 = 0.06) of the B mesons.
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Figure 9.4: The distribution of the shape variables Ly (left) and Lo (right) for the sig-
nal channel B® — D*K%7rT(blue/box/filled) and the reference channel B® — D**xnT
(black/circle/open) in signal MC (top) and off-resonance data (bottom). The signal MC
distributions are expected to be equal, while the off-resonance data distributions are shown
for illustration of separation and not expected to be equal (see text).

(integration of the difference and comparing to statistical uncertainty), the distributions were
assured to be in accordance otherwise.

The off-resonance distributions are not expected to be exactly identical, as no real B mesons
are reconstructed, and thus two different backgrounds make up the distributions. However,
it is noteworthy to see, that despite this difference, the wrongly reconstructed B candidates
still show similar distributions for different decay channels.
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9.3.2 Angular variables
The 7(4S) — BB decay (V — PP) follows the distribution dN/d cos 0, z = sin® 0, 7,

\Z 2
where 65, > is the angle between the B candidate momentum and thepl;—axis in thepBCl\)/[
frame, while the eTe™ — ¢7 has a uniform distribution. In addition, the B candidate thrust
axis angle (in CM) with respect to the z-axis, |cos 0(f3,2)|’ carries discriminating informa-
tion, as the signal distribution is nearly uniform, while the continuum background follows a
dN/dcos(0, 2) = 1+ cos? 055, distribution. Unfortunately this variable is not as discrim-
inating as its analytic expression might suggest, as the region of high discrimination (high
0(55,7)) has low acceptance (thus the detector acceptance has already decided on a cut!).
The distribution of these two variables along with that of the reference channel (B° — D*~7)
can be seen in Fig. 9.5.

As can be seen from the distributions, the signal shapes are very much in accordance with

those of the high statistics control channel. The only exception is |cosf,.z .|, where the
(TBVZ)

acceptance for very low thrust angles (which essentially matches the 7% angle) vanishes for
the B® — D*~ 7" decay, but not entirely for the B® — D™®)* K97rFdecay. It has been checked
that this minuscule difference does not influence the distribution of the overall discriminating
variables.

9.3.3 Combining variables

While none of the above variables are by themselves very discriminating, a combination of
them and their mutual correlations may be. Combining variables corresponds to substituting
a crudely selected N-dimensinal box obtained by cutting on each variable separately, with a
more refined selection based on the actual distance (however defined) between the signal and
the background. There are several methods for combining variables, of which the two most
common will be discussed.

A simple and transparent method is a linear combination of the variables in question,
x;, using coefficients, ¢;. This combination, called a Fisher discriminant [Fis36], only utilizes
the possible linear correlations between variables, but often produces signal and background
distributions which are easily parametrizable. Furthermore, the impact of each variable is
directly visible, and the simplicity of the method renders it commonly used.

A more powerful mean of combining variables is through a Neural Network (NN). The
idea is to multiply an input vector of Ny variables with an Ny X N; matrix of weights, thus
yielding a new vector of size N; and then apply a non-linear transformation to each of its
entries. If Ny = 1 the approach is (apart from the non-linear transformation) exactly that of
the Fisher method described above. However, if N; is greater than one, the operation yields
a new vector with Ny entries, each being a non-linear function of a linear combinations of the
input vector (such an intermediate vector is called a (hidden) layer). The non-linearity of the
function is for the NN to utilize the non-linearities in the problem. A typical function used
is F(r) = (14 )7L,

Repeating this operation with N; X N;;; matrices of weights multiplied onto the vector
of variables resulting from the last iteration, until Ny, = 1, results in a single number,
which is called the neural net output. If the weights of the matrices are tuned correctly, the
neural net output will be able to recognize (and use) not only the input variables but also
their possible non-linear correlations for background discrimination. This enables a NN to
recognize patterns in data, which escape detection using a Fisher discriminant, and which
increases its ability to separate signal and background.

The output is not restricted to one variable, as a network can be used to discriminate against
several types of backgrounds (and signals), thus having N4, > 1. But in general one variable
is preferred, and only this case will be discussed in the following.
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Figure 9.5: The distribution of the angular variables | cos 0, » | (left) and | cos H(T Z)| (right)
for the signal channel B® — D* K%7F (blue/box/filled) and the reference channel B — D*r
(black/circle/open) on MC (top) and off-resonance data (bottom). The signal MC distribu-
tions are expected to be equal (though acceptance may cause differences, see text), while the
off-resonance data distributions are shown for illustration of separation and not expected to
be equal.

While the weights of the neural network have to be obtained through iterative optimization
(“training”), the coefficients of the Fisher, F, are the result of a direct computation®3:

N
F= Zcﬂi, Z VSIg kag
i

with ¢ ((iU;ig> - (xi?kg»a

(9.12)

where VZ;’g and Viz’-kg are the covariant matrices and (z}®) and (z;**) the mean values of the
input variables for signal and background, respectively.

53The computation of course depends on how one defines the optimal separation.
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In principle, all variables could be included in the combat against the continuum back-
ground, however correlated they are, but the work involved in including and validating®*
many variables does not stand in measure with the very little gain to be obtained.
Therefore it was decided, based on previous experience [BABARO3{], to use a combination
of the two monomials, Ly and Ly, along with the two angular variables |cos 6, 7| and
| cos 0( B,z)| The linear correlation among these and relative to other variables can be seen
in Fig. 9.6ab.

(a) Signal MC (b) Off-Resonance data
m(Kg) 1 20 :gﬂg
m(D¥F) o B
cos(f7) o Sor
cos(6p) o d
L2 ) ¢ SW\HHHC\WCDYE
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AFE
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Figure 9.6: Absolute linear correlations of AE, myg, the shape variables, and the DT and
K? masses for the BY — D*K%r¥decay in (a) signal MC and (b) off-resonance data (in %).
Those of the B® — D** K%r¥channel are similar. (c) The efficiency of the Fisher discriminant
and the NN output for signal and background. The Fisher performance is close to that of the
NN. Note that the abbreviations cos(fp) = | cos 0;, 7| and cos(07) = | cos 0( | have been
used.

Both the Fisher discriminant, F, and the neural network were tested. The neural network
configuration used, consisted of two hidden layers of dimensions 4 and 3, chosen on the
grounds that it is fast to train and does not contain too many weights (and is therefore hard
to overtrain, i.e. adapt to statistical fluctuations in the training sample), while at the same
time preserving the discriminating power. The resulting discrimination power of a cut on the
NN output in terms of efficiency for background as a function of efficiency for signal can be
seen in Fig. 9.6c.

From the figure it is apparent that the Fisher discriminant is almost as performant as the
neural network, and as it is more transparent® and yields distributions which can easily be
parametrized, it was chosen over the neural network. Other variables (| cos(fz, Tro )| and
Ry), other combinations (L2/L¢), and subdivisions (dividing Ly and Ly into charged and
neutral components) were also tried, but none of these increased the separation with any
significance and were therefore abandoned.
The four variables are combined linearly into one discriminating variable as follows:

F = co+eilo+ealy +cs|cosbz, |+C4|c050( Z)|
The constants ¢; are chosen such that F maximises the separation between signal MC and
off-resonance data. The constant ¢y and the overall scale and sign do not affect the separation,
but are simply chosen such that the average of the distribution (of the training samples) is
zero, (F) = 0, and such that signal in general has a (unit) higher value than background,
0.5 ~ (Fsig) > (Fokg) ~ —0.5. The values of the coefficients can be found in Table 9.3.

41.e. compare distributions with high statistics control samples, for branching fraction measurements.
In BABAR (and in HEP in general) there is some cultural (unfounded) reluctance to use NN.
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Variable Mean Ly Ly | cos 05, | cos 07,2 |
Co C1 C2 C3 C4

D*KO7T coefficients | 0.463 0.415 —1.203 —0.179 —0.213

D** KT coefficients | 1.233 0.186 —0.913 —0.803 —0.028

Table 9.3: The Fisher coefficients for D* K% Fand D** K% F. The variable Ly is the most
discriminating, though the combination with Ly increases the separation power significantly,
due to their correlation.

To compare the resulting distributions between MC and data using these variables and
coefficients, the very clean (98.0%) channel B® — D*Fr* has been used. Since the Fisher
discriminant only uses variables related to either the rest of the event or variables common to
the B candidate (such as the angular distribution), all channels have the same signal Fisher
distribution, neglecting possible small differences in acceptance. As can be seen in Figure 9.7
(left), the correspondance between MC and data is good.

The Fisher distribution is shown in Figure 9.7 (right) for the D* K%t Fmode for signal
MC and off resonance data when the candidate selection has been applied. Also shown are
the efficiencies for the two samples, the one as a function of the other. The distributions are
very similar for the D** K%7F mode.

The two distributions are parametrised by (and fitted with) a Gaussian with different
widths above and below the mean (see Section 10.1). The separation is of the order lo,
mostly due to the combination of the variable Ly and Ly. F is used in the unbinned maximum
likelihood fit, and therefore no cut is applied on it: F is only required to lie in the range [—3, 3],
to avoid outliers.
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Figure 9.7: Distribution of the Fisher variable (a) compared between B — D*¥n* data and
MC for signal, and (b) the separation between off-resonance and MC.
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9.4 Pre-selection

In principle, the pre-selection could have been included in the general selection. However, it
reflects some of the choices one is faced with when commencing a data analysis, and what
sidebands are immediately available.

Ideally, one would like to have all data in a format allowing to directly see the impact of
various background rejecting cuts by considering the sidebands. However, given the immense
amount of data%, this is not possible, and one is forced to make a pre-selection (termed
a “skim” in BABAR jargon) of possible signal candidates and surrounding sidebands. The
criteria for the pre-selection should have the highest possible signal efficiency, as later more
detailed analysis will decide on when to sacrifice signal events to suppress even further back-
ground events for an improved signal significance and purity.

Two pre-selection criteria were designed for the B® — D*K%7F and B? — D** K7 selec-
tion. The submodes and cut values included in the reconstruction are described in Table 9.4
for the intermediate mesons, and in Table 9.5 for the B reconstruction.

The reconstruction is based on two basic quantities, tracks and clusters, which stem
directly from the detector. Each of these quantities have subclassifications according to their
quality, type and origin. The quality and origin subclasses used in this analysis are the
following:

ChargedTrack (CT) is a list of all charged track found by the tracking algorithm, regardless
of origin and PID. By default, the pion mass hypothesis is assigned.

GoodTrackVeryLoose (GTVL) is a refinement of ChargedTrack, requiring that the CM mo-
mentum is less than 10 GeV, and that the Distance-Of-Closest-Approach (DOCA) is
less than 1.5cm (10cm) in the transverse (longitudinal) direction.

GoodTrackLoose (GTL) is a (further) refinement of GoodTrackVeryLoose adding the (over-
lapping) requirements of a minimum transverse momentum of 100 MeV and at least 12
hits in the DCH.

GoodPhotonLoose (GPL) contains all single EMC bumps not matched with any track, which
have a minimum energy of 30 MeV and a lateral moment (LAT) below 0.8. By default
the photon mass hypothesis is assigned.

The particle identification is likewise discretized, though originating from momentum depen-
dent likelihood fits. The PID criteria used in the following are:

KMicroNotPion, uses the SVT (p < 0.5GeV), the DCH (p < 0.6 GeV), and the DIRC
(p > 0.6GeV) and requires that the K/m probability ratio is greater than 0.1 for
p <0.5GeV or 1.0 for p > 0.5GeV. It is optimized to reject pions.

KMicroNotPionGTL, is the same as KMicroNotPion, but applied to GTL.

KMicroTight, uses SVT and DCH information up to 0.7 GeV and requires the K/m proba-
bility ratio to be greater than 1.0 for p < 2.7GeV, 80.0 for p > 2.7GeV or 15.0 in the
range 0.5 < p < 0.7GeV. It is optimized to keep m misID below 5% up to 4 GeV.

eMicroVeryTight, requiring the electron probability to exceed 95%. With this selection, the
misID rate for hadrons is below 0.1%.

Based on these tracks and clusters, more complex candidates are formed, as described in
Table 9.4, where also the reconstructed modes are listed. The sizes of the mass windows result
from a trade-off between combinatorics and large sidebands. The ones chosen are standard,
and roughly £7¢ around the central value (except for the 7°).

%The BABAR database was announced as the worlds largest by SLAC and has surpassed the 1000 TB mark.



110 9 DATA SAMPLE AND SELECTION

An enlarged D mass window was considered, as the D mass sideband is used for measuring
peaking background from misreconstructed events (charmless or not), but it was dismissed
due to unaffordably large combinatorics.

Decay mode Input lists Cut value (MeV)
0 — vy 2x GoodPhotonLoose 115 < myy < 150
K% — ntn— 2x ChargedTracks mppa £ 15

Dt - K—ntnt KMicroNotAPion + 2x GTVL mppg =+ 40

D’ - K—nt 2x GTVL mppg £ 40

DY — K—7ntxn0 KMicroNotAPion + GTVL + 7° mppg £ 70

D° - K—ntn— 7T KMicroNotAPion + 3x GTVL  mppg £ 40

D*t — DOt D° + GTVL 139 < ém < 150

Table 9.4: Cuts used in the skim for the light and charmed meson reconstruction. The slow
pion used for reconstructing the D** candidate is required to have a momentum in the range
[70 MeV, 450 MeV] in the CM frame.

The charged D) candidates are combined with a K?-candidate and a GTVL to form a B°
candidate. In the preselection, the B? candidates are required to have mps > 5.15GeV and
|AE| < 250 MeV, yielding ample sidebands. To further suppress background, the thrust axes
of the B candidate and of the ROE are required not to be aligned, that is |cos(0 7 )| <
0.95, a requirement on the second Fox-Wolfram moment (Ry < 0.45) was also imposed. These
quantities are used, as they are available at the pre-selection level (see Section 9.3.1). The
reason why the cuts are very loose is that dedicated continuum discrimination is planned for
at a later stage. The cuts are summarized in Table 9.5.

Decay mes |AE| Ry [cos(Op, 7. )]
BY 5 DWEKIZF > 515GV < 250MeV < 0.45 < 0.95

Table 9.5: Cuts used in the skim at the B reconstruction level (see Table 9.15 for efficiency).

The efficiency of the pre-selection (termed the “raw” efficiency) is on signal MC 27.9% for
D*K%F and 27.5%, 10.6%, and 14.3% for D** K%z into the three decay modes of the
DY, the main losses being due to acceptance®”. This selection yields 1.216.709 and 320.016
events on-resonance, and 100.906 and 18.722 events off-resonance for the B — D*K7F and
B° — D**K%7F modes, respectively. These events are considered in the following.

Many other decay modes were included in the skim (BT — D®OK*(x/p)? and BY —
DWOKO(1/p)%) for other three-body DKn studies and cross checks, but it was decided to
focus on the cleanest modes.

9.4.1 Control channels

The decay channels B° — D(*)jFali, which have the exact same final state as the signal
channels in question, have also been reconstructed. As they are not Cabibbo suppressed and
therefore have large statistics, they serve excellently as control channels for extracting the
signal shapes. As the signal channels are thought to contain K* resonant contributions, even
the Dalitz distributions will be somewhat matching, since the a; decay proceeds dominantly
through a pm intermediate decay.

57 A rule of thumb is that 15% of tracks and 25% of clusters are outside the acceptance or lost in background.
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The same cuts are applied to these samples as for the signal channels (see Table 9.11), with
the K cuts as obvious exceptions. As the three tracks originate from an ali decay, they are
all required to be GTVL, fail the KMicroTight requirement, have a common vertex, and an
invariant mass in the range 1.0 GeV < mrr < 1.6 GeV. From fitting these samples with the
same PDFs as the ones used for the signal (see Section 10), the parameters of the signal shape
in mgs and AE are obtained and subsequently fixed.

The shape of the Fisher distribution, F, is not taken from these samples, as the B® —
D®)Fa selections (standard in BABAR) have a tighter cut on | cos(07 ,fROE” (less than 0.7 for

B® — DFai and 0.8 for B — D*Fa7), than the signal channels do (| cos(O7 7. )| <0.95).
As F and |cos(07, 7 )| are highly correlated, this cut alters the distributions, and so these

modes cannot be used. However, F, being based on angular variables of the B meson and
ROE quantities, its distribution is almost independent of the decay mode. Therefore the
distribution is taken from the very pure channel B — D*~7 T, which does not have any cut
on |cos(9fofROE)| at the pre-selection level. The same cuts on the B and D candidate are
applied to this channel as for the signal modes, after which the signal distribution is extracted.
The Fisher distribution obtained have been checked thoroughly and compared with MC (see
Section 9.3).

9.5 Candidate selection

While the coarse pre-selection is based on general experience without regard to multiple
candidates and is meant to include ample sideband in all dimensions, the actual candidate
selection is an optimization of the expected signal significance. The selection criteria are
obtained essentially by maximising the quantity S/+/S + B, where S and B are the number
of signal and background events, obtained from fitting the most discriminating variable mgg
with a Gaussian for the signal, and a generic endpoint function (known as the Argus function
[ARGUS87b]) for the background. The Argus function, A, is an empirical endpoint function,
which describes the shape of the combinatorial background (i.e. random combinations of
tracks and clusters) well (see Eq. 9.13).

A(mo, &, mps) = Npmpsy/1 — (mps/mg)? ef(1=(mas/mo)?) (mps < mg), (9.13)

where my is the upper kinematic limit (threshold of the beam energy), ¢ controls the shape
of the function, and Np is the normalization. A typical example of a fit in mgg, where the
background is described by the Argus function can be found in Fig. 8.24.

For the maximisation of the signal significance S/v/S + B from a fit in mgg, |AE| <
20 MeV is required to render the situation closer to that of the actual fit. The background is
defined as the Argus function integrated over the range [5.272,5.288].
As most optimization curves have plateaus, simple values have been chosen in an attempt to
keep the cuts standard. Vertex fits are required to either be converged or to have a probability
above 0.1%, and PID information is also discretized before use (as described in Sec. 9.4).

The distributions shown in this section are generally blue when showing MC and red
when showing data. The fits to the particle mass spectra are only meant for checks and
determination of the central value and widths. They are not used otherwise. Unless otherwise
specified, all distributions and figures are obtained when applying a set of reference cuts (see
Table 9.11), except on the variable under consideration.

9.5.1 7 selection

7¥ candidates are formed from pairs of GoodPhotonLoose with total energy larger than 200
MeV. The mass distribution of the 7° candidates is shown in Figure 9.8, where it has been



112 9 DATA SAMPLE AND SELECTION

fitted with a Gaussian distribution® for the signal plus a constant for the background, as
suggested by generic MC. The fitting results can be found in Table 9.6.

Edries 7073 225 Entries 5773

tries
ndf 5221 | 61 /ndf 6317 | 61 X/ndf 7580 1 61

a 08097+  03178E-01 b 1 05794+  03928E-01 C P1 03318+  03801E-01

01322+  01588E-03 60 - j m 01345+  0.2456E-03 P2 01343+  03699E-03

80 [ 0S3BE-02+  021326-03

0§076E-02+  03164E-03 P3 05008E-02+  0.4831E-03
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Figure 9.8: The 7¥ mass distribution for (a) signal MC, (b) generic MC, and (c) data.

The widths are very much in accordance, and about 10% below the BABAR general mass
resolution for 7¥ of 6.2 MeV as expected (see Section 8.6.3). This narrowness is also a
result of constraining the D° mass to its nominal value (see Section 9.5.4), as this slightly
modifies (within errors) the direction of the two photon candidates and thus the 7° mass. In a
Kolmogorov test, the accordance between generic MC and data was better than 5%, thus both
signal and background are well reproduced by the generic MC. The accepted 7° candidates are
mass constrained to the nominal value [PDG02]. No further cut in mass or other variables®’

Sample 70 mass (MeV) 70 width (MeV)
Signal MC 1344+ 0.1 5.34 £ 0.21
Generic MC 134.5 £0.2 5.08 £0.32
Data 134.3 £04 5.10 £ 0.48

Table 9.6: The 7° mass fit results on signal MC, generic MC and data.

is applied, as later requirements (dm(D*, DY)) greatly purify the D° — K~ 7% channel (the
only channel where 7¥ candidates are used).

9.5.2 K selection

The KU candidates are formed from two ChargedTracks, with a common vertex (P, (K?Y) >
0.001). A significant transverse flight length, Lo, requirement of Lo/or, > 4.0 is imposed to
suppress background from the vastly more abundant BY — D(*)iaf (control) channels.

The K mass distribution is fitted with a double Gaussian with common mean plus a constant,
as suggested by using the truth information in the generic MC. The results both for generic
MC and data can be seen in Fig. 9.9 and Table 9.7. To compare the overall width of data
and MC, a weighted average of the two widths, owa = fOpamew + (1 — f)0uiqe 1 calculated.
The K mass spectrum is well reproduced by the MC and required to be within =7 MeV of

®%Since the distribution has a tail below the mean, a Crystal Ball Function [CrBall] is more accurate, but
as mo is not used in the likelihood fit and have very wide limits, the use of this function is not necessary.
%Quantities such as the angular photon distribution and the lateral moments were considered.
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the K? mass. Once accepted, the mass of the K candidate is constrained to the PDG value

[PDGO02].
00 m(D*) Generic BB MC 00 m(D") Data
L Entries 6523 Entries 11134
¥2/ndf 5272 | 55 x2/ndf 7425 | 55
Weigted Average Width Fracl 05544 + 0.9101E-01 Weigted Average Width Fracl 04141 + 0.6270E-01
[ Widthl 0.2090E-02 + 0.1568E-03 Widthl 0.1881E-02 + 0.1278E-03
600 - 3.04909 Frac2 03312+  0.8333E-01 1000 2.99409 Frac2 04707+  0.5666E-01
Width2 0.4654E-02 + 0.6173E-03 Width2 0.3974E-02 + 0.2600E-03
Mean 04979 + 0.4218E-04 Mean 04976 + 0.3062E-04

il f (@) (b)

0.505 0.51
M(D* ) (GeV/c)

1 |
0.485 0.49

0.505 0.51 =
M(D* ) (GeV/c)

h h
0.485 0.49 0.495 0.5

Figure 9.9: The K? mass distribution for (a) generic MC and (b) data. The distributions are
fitted with a double Gaussian with common mean, fG(m, Opamon) + (1 — f)G (M, 0yige)-

Sample m(K?) (MeV) f Onarrow ( M€V)  0uiqe (MeV) | owa (MeV)
Gen. MC 498.0 +0.03 0.63 £0.10 2.09 £0.16 4.65 £+ 0.62 3.05
Data 497.6 = 0.04 0.47 £0.07 1.88 £0.13 3.97 £ 0.26 2.99

Table 9.7: The K mass fit results on generic MC and data. The weighted average ow, =
fOnarrow + (1 — f)0uiqe 18 calculated to enable a comparison of the overall widths.

9.5.3 DT selection

The D* candidates are reconstructed into the mode KFr®nr® from three GTVL™, which
have a converged vertex fit. The track with the opposite charge of the two others is required
to be identified as a kaon (KMicroNotPionGTL). The D* mass distribution for generic MC
and data is shown in Figure 9.10 and the results of fitting the distributions with a single
Gaussian plus a first degree polynomical (as suggested by generic MC truth matching) can
be found in Table 9.8.

Sample D* mass (MeV) DT width (MeV)
Generic MC 1867.5 £ 0.3 6.1£0.3
Control Sample 1867.8 £ 0.2 6.4 +0.2
Data 1867.0 £ 0.5 6.4 +£0.5

Table 9.8: The DT mass fit results on generic MC, control sample and data.

The DT - K%x* mode was also considered, but though it is equally pure, it only adds approximately
10% to the statistics, and was therefore not included in the data analysis.
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450 m(D*) Generic BB MC m(D*) Data
L Entries 12515 r Entries 24103
Y — 32/ndf 9482 | 62 = 32/ndf 5920 / 62
5 Pl 2. o. Frac 01732+ 0.9131E-02 600 — Frac 0.9283E-01 + 0.7445E-02
400 *E 1 Mean 1.867 + 0.3084E-03 r Mean 1.867 + 0.4513E-03
3 Width 0.6098E-02 + 0.3156E-03 r Width 0.6417E-02 = 0.5298E-03
165 Slope -0.6011 £+ 0.5186 r Slope -0.6077 = 0.3828
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Figure 9.10: The D* mass distribution for (a) generic BB MC and (b) data. The plot
inserted in figure (a) is the optimization curve, where the error from degenerate peaking
background has been included. A cut of £12MeV around the mass peak was chosen.

The D* width is in good agreement with that of the generic sample and the control sample,
B — DTa;. In the optimization of the selection cut, the effect of peaking background (see
Section 10.1.4) was included as this had a non-negligible impact, leading to a slightly tighter
cut. The optimization curve is shown (inserted) in Fig. 9.10a. The somewhat tight cut of
£12MeV around the mean of the data reflects combinatorial and peaking background which
are far from small, as the plot also shows. Finally, the D mass is constrained to that of the
PDG value [PDGO02].

As much background is due to wrongly reconstructed D* mesons, i.e. combinatorial back-

ground, other parameters were considered for possible background rejection. With a lifetime
of Tpx = (1051 £ 13) x 10~ s [PDG02], the average flight length of the D* meson is of the
same order as the vertex resolution, and thus discrimination can be obtained. In addition
to the flight length, the angle between the flight direction and the D¥ momentum carries
information.
For each of these variables, a transverse and a three-dimensional quantity is calculated, as the
transverse direction is more precisely determined, but the z-direction still carries information.
Along with associated errors, this yields eight variables, where the transverse quantities are
the most discriminating. Also the vertex fit probability P,,.(D*) and the kaon direction in
the CM of the D* with respect to the D* flight direction, cos H(ﬁIC(M(D),ﬁD), have discrimi-
nating properties. As the Dalitz distribution of the daughters is somewhat flat (thus does not
carry much discriminating power) and not necessarily well modelled (thus possibly biasing
the efficiency calculation), it was decided not to use it.

The ten variables discussed above were combined in a neural network, which was trained
using data sideband of the DT for the background and generic MC for the signal™. As no
very pure sample containing D exists, alternatives to avoid relying on MC seem distant (e.g.
the B — D=7 " sample is “only” about 80% pure). The resulting separation between signal
MC and background data is significant, as can be seen in Fig. 9.11.

"' The use of two different sources (data/MC) might lead the network to recognize and use these differences.
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Figure 9.11: The D* neural network separation for signal MC (blue/right) and background
data (red/left). Significant discrimination between the two is obtained.

Due to possible differences between data and MC, the use of a control channel is essential for
estimating the efficiency, if this rejection technique is to be used. As an additional check, the
mass distribution could be used, as the NN output should not be correlated with this.

If fake D* mesons were the single dominant source of background, the neural network would
surely have been included in the analysis, either through a cut or (combined with the mass)
as an additional variable in the likelihood fit, as the NN carries significant additional dis-
crimination power. However, this is not the case in the final B? selection. Despite the large
combinatorial background for the D¥* seen in Fig. 9.10, these are diminished by the (indirect)
requirements on mgs and AFE, and so there is not very much to be gained in applying the
network. For these reasons, the neural network for discriminating against fake D* candidates
has not been included, and will not be considered in the following.

9.5.4 D selection

The D° candidates are reconstructed in the three modes K~ 7+, K~ntn" and K~ ntn—nt.
In the latter two channels, the kaon is required to be identified as such (KMicroNotPion). The
K~nt7n0 candidates are also required to originate from the more densely populated areas of
the Dalitz plot (g, > 1.4%)™ and the vertex of the two charged tracks must be plausible
(P,x > 0.001). For the two fully charged modes, the vertex fit is simply required to converge.
The D" mass spectrum has been fitted with a Gaussian and a polynomial of second degree (as
suggested by considering the right and wrong truth match of generic MC). The distributions
can be seen in Figure 9.12 and the various fitting results in Table 9.9. The MC reproduces well
the shapes of the data. In the data, the mass peaks are slightly below the nominal values (~
0.05%), which is attributed to remaining tiny residuals in the alignment and parametrization
of the magnetic field (the shift is seen for all mass peaks). In the K77’ channel, the slight shift
is also caused by the 7°, which has a tail in the mass spectrum below the peak. The mass of
the D° candidates are constrained to the PDG value [PDGO02] before further reconstruction.

"The Dalitz weight, wqalir, is essentially the D® — K~ 7 7° decay amplitude (maximally 1).
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Figure 9.12: The D" mass distribution on generic MC (left) and data (right) for K7 (top),
Krr® (middle), K37 (bottom).
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Mode Sample DY mass (MeV) D width (MeV)
Kn Generic MC 1863.3 £0.1 6.4 +0.2
Data 1862.9 + 0.2 6.5 +0.3
Krr®  Generic MC  1862.5 + 0.4 11.4+05
Data 1861.2 £ 0.6 125 +£1.0
K3w  Generic MC 1863.1 +0.2 5.2+0.2
Data 1862.0 0.3 6.2 +0.5

Table 9.9: Results of fitting the DY mass with a single Gaussian plus a second degree poly-
nomial for the background.

9.6 D* selection

The D candidates are combined with slow 7+ candidates (GTVL with 70 < pS™ < 450 MeV)
to form D** candidates”®. These candidates are accepted on the basis of the very discrimi-
nating mass difference ém p+« = mp+ —mp, which does not suffer from the D’ mass resolution.
No requirement on the vertex probability is imposed, as dm p~ is a much better discriminating
variable.

In principle the signal distribution of dmp~ should be fitted with a double Gaussian, as

the soft pions reaching the DCH will have a much better determined momentum than those
reconstructed in the SVT alone. In the MC case, the use of truth matching allows one to fit
with a double Gaussian.
This is not possible in data, where the background component mimics the broad Gaussian,
and thus one is forced to use only a single Gaussian. In order for a comparison to be possible,
the generic MC has also been fitted with a single Gaussian plus a Gaussian for the background
component. Knowledge of the true distribution does not play a central role, as dmp+ is not
used in the subsequent likelihood fit (see Section 10), and corrections are made using control
channels (see Section 11.1.5). The dmp+ distribution for signal MC and data can be seen in
Figure 9.13 and the fitting results on data in Table 9.10.

Mode Sample Central value of omp- (MeV) Width of dmp+ (MeV)
K Generic MC 145.46 £ 0.01 0.34 £0.02

Data 145.37 £0.02 0.32 £ 0.02
Krm®  Generic MC 145.50 £0.02 0.43 £0.02

Data 145.34 £0.03 0.46 = 0.04
K3m  Generic MC 145.50 £0.02 0.38 £ 0.02

Data 145.38 £0.03 0.40 £0.03

Table 9.10: Results of fitting dmp- on generic MC and data.

Candidates with a mass difference, dmp-~, of £2MeV (£1.5 MeV) around the central value of
the mass peak are accepted for the K7 and Knrm (Knn’) modes. The reason for the tighter
cut in the mode involving a 7° is, that dmp- is a better discriminator than the 7° and D°
masses, where the cut is very loose despite high backgrounds.

The signal MC distributions are very much the same for all three modes, as it should be, and
the cuts applied have a high efficiency for signal. Once again a mass constraint is applied to
the accepted D* candidates.

"3The D*7° mode was also considered, but it contributes marginally and suffers from high backgrounds.
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Figure 9.13: The dmp~ mass distribution on signal MC (left) and data (right) for K (top),
Krr® (middle), K37 (bottom).
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9.6.1 Summary of selection requirements

There exists no calculations of the B® — D®*K%F branching fractions, only rough esti-
mates [APS03], based on comparison with non-suppressed decays, of the order of 4 x 10™%. It
is the assumption used in the optimization of cuts. The cuts described above are summarized
in Table 9.11. They were obtained while blind, and were fixed before unblinding the signal
region.

Mode BY — DFKOn¥ BY — D** KT
Submode Knm Kn Kt K3r
Bachelor track  NOT VeryTightEl NOT VeryTightEl NOT VeryTightEl NOT VeryTightEl
NOT TightKaon NOT TightKaon NOT TightKaon NOT TightKaon
mzo - - +20 MeV —
Ly/or,(K2) >4 >4 >4 >4
P, (K?) > 0.001 > 0.001 > 0.001 > (0.001
Mo +7MeV +7 MeV +7MeV +7MeV
Walite - - > 1.4% -
Kaon ID KMicroNotPion - KMicrolotPion KMicrolotPion
Pvtx(Di/O) Conv. vertex fit Conv. vertex fit > 0.001 Conv. vertex fit
mE/° +12MeV +15 MeV +£30 MeV +15 MeV
om p= — +2MeV +1.5 MeV +2 MeV
Pvtx(BO) > 0.001 Conv. vertex fit Conv. vertex fit > 0.001

Table 9.11: Cuts applied to the sample before the B reconstruction (except P, (BY) cut).

9.7 B selection

The BY candidates are formed from D**, K9 and GTVL candidates, requiring the vertex
probability to be greater than 0.1% for all submodes in order to reduce the combinatorics.

9.7.1 Multiple candidates

In some events, several signal candidates are present: 3.5% in signal MC (8.4% in data)
for B — D*K%r¥, and 9.2% in signal MC (15.9% in data) for B® — D**K%rF. When
selecting all candidates which fulfill the reference cuts and have mgg, AFE, and F within
[6.24,5.29] x [-0.1,0.1] x [—3,3], the number of candidates is distributed as described in
Table 9.12.

Mode Sample Candidates in event
1 2 3 4 5 6 7
D*K%r%  Signal MC 24321 745 61 7 0 0 O
Data 9330 586 93 17 3 1 O
D** KT Signal MC 6435 623 64 20 6 1 0
Data 4849 742 112 48 8 9 0

Table 9.12: Distribution of number of candidates in events satisfying the selection criteria for
signal MC and on-resonance data. The general overestimation of capabilities in MC causes
its lower multiplicities. The D** K97F mode has a larger fraction of events with multiple
candidates due to the presence of a soft pion.
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There are several solutions to the problem, which have been investigated. It was found, that
the best simple method is to select one candidate on the basis of the D%+ mass, as it is not
used in the final likelihood fit. One defines a chi-square:

9 Mpo/s — Mol ’
o= : (9.14)

UmDo/i

and retains the candidate with the smallest value. Including AE in the x?, significantly
improves the right candidate fraction, but biases the distribution of this variable. In fitting
the AFE distribution of the off-resonance data, the number of faked signal candidates increased
by five events, when including AE in the x?. Considering this potentially large bias compared
to the relative small gain, AE was omitted from the x?2.

The simple x? picks the right candidate in 53.5% of the multi-candidate cases of signal MC
for D* KO Fand 58.6% for D** KT, as can be seen in Table 9.13. Adding Mo and /or
dmp-, and the 7° mass in the D — K~7t 70 case does not increase the right selection rate.
Since most of the cases have two candidates, this is close to a random choice. For candidates
sharing the same D candidate, the choice is completely random.

Selection by x? Right cand. Wrong cand. Right selection rate (%)
D*KOn+ 813 705 53.6 £1.3
D**KOr¥ 715 521 58.6 + 1.4

Table 9.13: The right selection rate of the y? choice on signal MC.

9.7.2 Self Cross Feed

Signal events that have been wrongly reconstructed (either due to wrong combination or
inclusion of particles from the other B meson) may still fall in the signal region, though the
distributions of discriminating variables for such events do not necessarily match that of the
correctly reconstructed signal. This is termed self cross feed (SCF). It is most pronounced in
final states containing a bachelor 7°, as these are the least constrain ed. If not corrected for,
it is a potential source of bias (through the efficiency correction) when measuring branching
fractions, as such events are rejected by the truth matching in the signal MC. In Table 9.14 are
listed the SCF in each of the four final states considered in this analysis (including submodes)
estimated by using the MC truth matching, which has an efficiency better than 0.5%.

Mode Submode Fraction of SCF
BY - D*K%F D* - K¥p*g* 1.0 £0.1%
B —» D**K0xF DO 5 K—gt 1.7+ 0.3%
BY - D**K%F DO K ntqgd 3.9+ 0.5%

BY - D KT DO K—gtp—gt 2.5 +0.4%

Table 9.14: Self Cross Feed (SCF) estimates from signal MC using truth matching.

As can be seen from the table, SCF is not very significant for the decay modes considered,
as these do not contain bachelor 7%’s nor possible interchanges of final state particles™.
Furthermore, the SCF does not interchange the D)% and the nF charges (like the p*nF
channel), which can have a sizable impact on the time-dependent fit.

"QOunly in the B® — D**K°7T mode with the subsequent decay D** — D°(K~ntztn™)x~ is there
potentially a chance of interchanging two pions.
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9.7.3 Final samples

The efficiency of the various selection requirements on signal MC are listed in Table 9.15.
The requirements have been applied consecutively in the order listed; the quoted efficiencies
are with respect to the samples obtained from the pre-selection (see Section 9.4).

Mode BY — D*KOr* BY — D**:KOnTF

Submode Kr Knrd K3m
Listing Singly Multip. Singly Multip. Singly Multip. Singly Multip.
Raw efficiency 0.275 0.241 0.106 0.143
AFE 0.992 0.992  0.989  0.989  0.993 0.993  0.992  0.992
MES 1.000  0.992 1.000  0.989 1.000  0.993 1.000  0.992
P,..(BY) 0.939 0.931 0.999 0989  0.999 0993  0.970  0.962
NOT VTElectron 0.994 0925 0.993  0.982  0.995  0.988  0.996  0.958
NOT TKaon 0.986 0.912  0.985  0.967  0.988  0.976  0.991 0.949
dm p= - - 0.873 0.844 0.552 0.539 0.825 0.783
mp 0.890 0.812 0.929 0.784¢ 0.905 0.488  0.888 0.695
P,..(D*/%) 0.989 0.803  0.996  0.781 0.999  0.488 1.000  0.695
Mo and Wy, - - - 0.945 0.461 - -
Mo 0.945 0.759  0.935 0.730  0.935  0.431 0.940  0.653
P, (K?) 0.986 0.748  0.971 0.709 0977  0.421 0.982  0.641

Lyjo,(K2) 0.965 0.722 0.956 0.678 0.957  0.403 0.958 0.614
Mult. Cand. 0.974 0.703 0.948 0.643 0.913 0.368 0.932 0.572

Overall 0.193 0.155 0.039 0.082

Table 9.15: Singly and multiplicative efficiency of cuts. The raw efficiency is the efficiency
after the pre-selection. The D*) mass requirements (in bold) are the efficiency costly. The
last line (Multiple candidates) is the efficiency in dealing with multiple candidates in an event,
and thus the chance of choosing the wrong candidate in events with more than one.

The initial samples (see Table 9.1) are at this point much reduced, and the remaining number
of events are listed in Table 9.16. The fractions listed in the multiplicative columns are relative
to the sample from the preselection.

Origin  Sample BY — D*KOn¥ BY — D**KO0rF
Size (events) Fraction (%) Size (events) Fraction (%)
Data  On-Resonance 10030 0.011 5773 0.0064
Off-Resonance 3274 0.031 732 0.0069
Sideband 11726 0.013 4307 0.0048
MC Signal MC 24497 19.33 7150 6.93
Generic B'BY 6030 0.003 519 0.0003
Generic BTB~ 4679 0.003 2493 0.0016

Table 9.16: Reduced data and Monte Carlo samples. The efficiencies quoted are relative to
the initial samples.
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9.8 Section summary and conclusion

The data samples used for the analysis comprises of 81.8 fb~! on-resonance and 9.7 fb !
off-resonance data. The on-resonance data correspond to roughly 88 million BB pairs. In
addition to this, simulated samples of both signal and generic decays are used along with
similar control samples. Due to possible differences between simulation and reality, the latter
samples are used whenever possible.

The two most discriminating variables for B candidates are mgg and AFE, the latter even
more so for the decay modes considered, as the many tracks and mass constraints increase
its precision. In addition topological and angular variables can be combined to discriminate
against the dominating continuum background.

The event selection applies general requirements to the masses and vertex probabilities of the
daughters. It also uses the transverse flight length of the K? and the decay distribution of
D’ — K—7t7% Additional discriminating information exist, but its usage is not straight
forward, and the gain it brings turns out to be limited.

The amount of signal mis-reconstruction (SCF) is very low, and the overall efficiencies are
19.3% for B® — D*K°zF, and 15.5%, 3.9%, and 8.2% for B® — D**K°rT in the three
decay modes of the DY, respectively.
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10 Fitting

After the selection described in the previous section has been applied, each event contains
exactly one B? candidate. Three variables still haven’t been limited to the signal region, and
are available for fitting; namely mpg, AF, and F. They are required to be in the ranges
[5.24,5.29] x [-0.1,0.1] x [-3,3] and [5.20,5.288] x [—0.1,0.1] x [~3,3] for B® — D*Kx¥
and BY — D**KO7F respectively™. No requirement on the Dalitz position is made, thus
(initially) including the entire Dalitz region in the fit (resonant and non-resonant).

10.1 Signal and background characterisation

Ideally one would like to fit the signal and background with a priori known PDFs leaving
all parameters floating in the fit. However, due to lack of statistics, signal parameters have
to be obtained from larger data samples (see Section 9.4.1). In principle the control sample
could be included in the fit. This has not been done, as the signal sizes are rather small
(5-10%) compared to the control samples, and therefore wouldn’t add significantly to the
precision of the signal parameters. Also, several different control channels are used for the
various dimensions and components in the fit, and the increased number of free parameters
and events would significantly increase the fitting time. To avoid biases due to differences
between data and MC, data samples have been used whenever possible. The shape used for
each PDF is discussed below and a summary can be found in Table 10.1.

10.1.1 Signal shape

The signal is described by a Gaussian distribution in mgg, two Gaussian distributions with
common mean in AF and a Bifurcated Gaussian® in F.

The parameters for the signal shape in mgg and AFE, obtained from the control channels
BY — D(*ﬁafE (see Section 9.4.1), are the mpg mean and width, the widths of the two
Gaussians in AF, the fraction of each, and the common mean.

The three parameters for the Bifurcated Gaussian describing the F distribution are obtained
from the B® — D*Tn* control sample. To check that the F distribution is described well by
the chosen PDF, and that there are no tails unaccounted for, the number of events beyond the
+30 limits was determined on the BY — D*Fr® sample. The result was 6 events below and
4 events above the central distribution, which is in good agreement with 4.2 events expected
on each side for the B = D*K%F mode.

10.1.2 Continuum background

Continuum events, especially c¢ events, are the dominant source of background. This back-
ground is described by an Argus-function [ARGUS87b] in mps, a polynomial of first degree
in AF and a Bifurcated Gaussian in F.

The off-resonance data give a handle on the continuum background, and it is fitted in
order to constrain the shape. The continuum Fisher shape is fixed to that obtained on the
off-resonance data, while the mgs and AFE parameters are only used as initial values in
the likelihood fit, and left floating in the fit. Repeating the exercise of checking the tails (see
subsection 10.1.1 above) on the off-resonance data gave no events beyond the 3o limits, where
1.1 was expected, thus again no long tails were detected.

It should be noted, that considering the F distribution of the sideband (either in mpg or
AFE) does not give any good handle on the continuum background, as a significant fraction

"SBefore applying this requirement, the off-resonance mgs is corrected (using the beam energy), such that
it shares the same distribution as the on-resonance continuum.
"6 A Gaussian with different widths above and below the mean, thus four parameters in total.
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of the side band events originates from combinatorial BB events, which have very nearly the
same F distribution as signal.

10.1.3 Combinatorial BB background

Combinatorial BB events also contribute significantly to the background, and this source is
evaluated using generic B’B? and Bt B~ Monte Carlo. The parametrization of combinatorial
BB background is the same as for the continuum, but with a new set of parameters for all
variables except the endpoint of the Argus function, which is common and kept fixed.

To minimize correlation with continuum events when performing the final fit, the Fisher shape
has been fixed to that obtained by fitting generic MC, which has been found to describe data
well in previous studies (see Section 9.3). All the other parameters are left floating in the
likelihood fit, using as initial values the results from fitting the generic BB MC sample.

10.1.4 Peaking BB background

In addition to the combinatorial backgrounds, two sorts of peaking backgrounds are possible.
By peaking is generally meant a tendency to have peaking features in one or more variables,
where the random background does not have any such features.

The first type of peaking background comes from decays where a (low momentum) parti-

cle from a B decay has been missed (e.g. final state D K077 7%) or simply exchanged with
another belonging to the rest of the event (e.g. final state DT KX, where X has been ex-
changed with a random pion). Such events peak in mpg, but not necessarily with the same
shape as the signal. However, such events do not peak in AF, as a missing particle (typically
a m) will shift AF by at least the energy of this particle, thus at least the mass of a pion. In
the fit, only the interval [—100, 100] MeV is considered, and only a tail due to resolution and
exchange with ROE particles will be seen.
In the AE sideband of B — D*K%2F on-resonance data the peaking background is visible
(see Fig. 10.1a), and the mean (5.278 £ 0.001 GeV) and width (3.72 = 0.50 MeV) of the peak
are in accordance with the values obtained from generic BB MC (see Fig. 10.1b), which are
used in the likelihood fit (see Table 10.2). Due to the larger combinatorial background, it is
hard to identify the exact source of peaking background events. As illustrated in Fig. 10.1b,
one can by subtracting the sideband in mgg (blue/dark grey region) from the peaking region
(red/light grey region) check, that this background does not peak in AE (see Fig. 10.1c).
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Figure 10.1: (a) Position and width in mgg of peaking background measured in the AFE
sideband of the data. (b) Peaking background and (c) the AE distribution of the peak-
ing background in generic BB MC. The latter is obtained from the peaking region in mgs
(red/light grey region) subtracted the sideband in mgg (blue/dark grey region). None of the
background, that peaks in mpg, also peaks in AFE (see text).



10.2 Likelihood fit 125

As parametrization for the peaking background in AF, polynomials of zeroth, first, second,
and third degree along with an exponential and a constant plus an exponential have been
tried. Since the exponential is the simplest function that describes the data well, this was
chosen (according to Occam’s Razor [Occ30]). In addition, it is both liable and robust. Hence,
this component is parametrised by a Gaussian in mgg, an exponential with coefficient o,
in AFE, and the same Bifurcated Gaussian as for the combinatorial BB background for the
Fisher variable, F. The size of this background is thus evaluated from the fit.

The second possible type of peaking background originates from B° decays with the same

particles in the final state (e.g. K*(K7)K*(KJ7)m or D°(Kn)KYmr), which can be reshuffled
to mimic a B® — D®EK%7F candidate. It is thus completely degenerate with the signal
shape in terms of variables used in the fit (i.e. it peaks in mgg and AFE and has the shape
of BB events). This background is denoted degenerate peaking background (also known as
double peaking background, refering to mgs and AFE). Its size is evaluated a posteriori by
using the mp and m K9 sidebands. This component, being contained in the signal yields,
cannot be corrected for in the fit, but must be subtracted afterwards, if present.
An alternative method to incorporate these backgrounds would be to include the D and K?
masses and their sidebands in the fit. In this manner, the degenerate peaking background
would no longer be degenerate, but could be determined from the fit. This approach was
attempted, but due to the enlarged sample and the larger dimensionality of the fit, the
time required for the fit to converge increased beyond the acceptable and the approach was
abandonned.

10.1.5 PDF and parameter summary

A summary of the above described PDFs are presented in Table 10.1.

Component Signal Continuum BB BB peak Total

MES G, Argus; Argus, Go 7
AFE GG P14 Pl Exp 7
F BG, BGy BG3 BG3 9
N parameters 9 6 6 6 23

Table 10.1: PDFs used for signal, continuum, and BB background (non-peaking and non-
degenerate peaking). Four parameters are common among components, which has to included
when summing the bottom line of the table. The abbreviations are G = Gaussian, GG =
double Gaussian, P1 = polynomial of first degree, Exzp = exponential, and BG = Bifurcated
Gaussian. The color code is Black: Fixed in fit, Magenta: fixed from MC, and Green: Free.

In addition to the 4 yields of interest, the number of parameters describing the shape of the
PDFs are 9 for the signal, and 14 for the background, giving a total of 27 parameters. The all
signal and 9 background parameters are fixed in the fit, giving a total of 9 free fit parameters.

10.2 Likelihood fit

The events are fitted with an extended unbinned maximum likelihood fit containing the
variables mgs, AFE, and F. A probability product, Pj(mgs ;, AE;, F;) = Pj(mgs ;) Pj(AE;)-
P;(F;), is assigned to each event, i, and an unbinned likelihood is constructed:

lnﬁzz:ln( Z Nij(mES,iaAEiaj:i)> - Z Nj, (10.1)
%

J=comp. j=comp.

where the sum j is over the four components of the sample (signal, continuum, combinatorial
and peaking background), and Nj; is the number of events in each component.



126 10 FITTING

The fitting is done using RooFit [KV01] based on ROOT [Bru95]. To test the fitting routine
and obtain initial and possibly fixed values, the off-resonance data, the control samples (B® —
D®*4F and B — D**7F) and the generic MC were used. For the signal MC, each dimension
in the fit (mgs, AF, and F) were fitted separately, while the fit was performed in all relevant
dimensions simultaneously for the other samples. The fit converges nicely and the results can
be seen in Figure 10.2 for MC samples (signal and generic BB) and in Figure 10.3 for data
samples (off-resonance data and control samples).

In general the PDFs describe the data well. The only exception to this is the F signal distri-
bution, where the PDF in all three signal cases (signal MC, generic BB, and B — D*af)
falls slightly below the actual distribution at its center: The Bifurcated Gaussian used to
parametrize this distribution simply does not have enough degrees of freedom to incorporate
the features of the distribution.

Several other distributions were tried, and the best fit was obtained with a Bifurcated Gaus-
sian plus a Gaussian. However, this PDF has twice the number of parameters, and as the
shape is obtained from the control sample B — D*~7* (see Fig. 10.3), some would have been
poorly determined. In addition, the systematic from changing this PDF is very small (see
Section 11.1.7), it was decided to keep the simplest PDF, namely the Bifurcated Gaussian.
To test the fitting routine further, the fit was applied to a test sample consisting of background
events (from mp+ sideband) and 150 signal MC events: 156 £ 17 events were obtained, thus
in accordance within statistical errors.

10.2.1 Result for the B — D*K%F mode

After having performed the fit on MC, off-resonance, and control samples, it was applied to
the B — D*KOrT data sample. Once again the fit converged nicely, with values for the
background parameters close to the ones obtained from the initial fits. The results of the fit
can be seen in Fig. 10.4 (left) and the obtained parameters are listed in Table 10.2.

In addition to the entire Dalitz plot, the K*(892) resonance region (defined as a mass range
centered on the K*(892) mass, of half width 2I' = 100 MeV) was fitted separately. When
applying this cut, the number of background events drop by an order of magnitude, and
the subsequent fit cannot determine the same amount of parameters. For this reason the
exponential coefficient of the PDF in AFE for the peaking component was fixed to the value
obtained when fitting the entire sample. The fit result is shown in Fig. 10.4 (right) and the
parameters are listed in Table 10.3.

The correlation matrix gives the linear correlation among the variables. The correlations for
the B® — DT K97 fit (and the fits in general) are not large, and the signal yield is the least
correlated parameter (see Table 10.4).

10.2.2 Result for the B? —» D**K%F mode

Despite containing a 7’ in the final state, the D — K 777" mode does not have a
much larger uncertainty in AF, which is due to the mass constrain on the D° and the
D**. From fitting the signal MC with a single Gaussian the width was determined to be
oAp(K~mTr%) = (12.5 + 0.2) MeV, compared to oA g(K~nt) = (11.8 £ 0.2) MeV and
oAp(K-ntatn™) = (11.6 £ 0.2) MeV.

To include this small effect and possibly other differences (e.g. efficiency corrections), the
three D° modes were fitted separately in the B — D**KO7F fit, each with the fit param-
eters obtained from their respective control channels (i.e. the B® — D~a] channel with the
matching decay mode of the D). The result of the fit can be seen in Fig. 10.5 (left), where
the three DY modes have been added together, and the obtained parameters are listed in
Table 10.5.
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Figure 10.2: Projections of the mpg (top), AE (middle) and F (bottom) distributions with
the unbinned maximum likelihood fit PDF plotted on top for signal MC (left) and generic
BB MC (right) for the decay B® — D*K%zT (see text). Key for curves: Green: combinatorial
BB, cyan: peaking BB and black: signal.
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Figure 10.3: Projections of the mpg (top), AE (middle) and F (bottom) distributions with
the unbinned maximum likelihood fit PDF plotted on top for off-resonance data (left) and
the control samples B® — D*af for mps and AE and B® — D**77 for F (right) for the
decay B® — DT KT (see text). Key for curves: Green: continuum and combinatorial BB, cyan:
peaking BB and black: signal.
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Component Parameter Fixed Value Unit Source
Signal mps Mean Yes  5.2801 £ 0.0001 GeV  D*qy
mrs Width Yes 2.612 + 0.060 MeV D%
AFE Mean Yes —4.894+0.30 MeV  D*q
AE Width; Yes 8.18 £1.18 MeV D%
AE Widthsy Yes 15.55 £ 2.11 MeV D%
AE foq Yes  0.443 £0.186 - D*a,
F Mean Yes 0.432 4 0.025 - D**r
F OLeft Yes 0.716 +0.017 - D+
F ORight Yes  0.539 £0.016 - D**r
Continuum mgg Shape No —19.2+£3.3 -
mps Endpoint  Yes  5.2903 4 0.0001 GeV  D*ay
AFE Slope No —-1.74+£0.29 ev/GeV
F Mean Yes —0.339 £ 0.066 — Off-Resonance
F OrLeft Yes 0.744 £ 0.043 — Off-Resonance
F ORight Yes 0.613 £0.041 - Off-Resonance
BB mps Shape No —13.3+9.3 -
AF Slope No —0.46 £0.72  ev/ GeV
F Mean Yes 0.468 £ 0.018 - BB Generic MC
F OLeft Yes 0.640 £0.012 — BB Generic MC
F ORight Yes 0.454 £+ 0.011 - BB Generic MC
BB peak mes Mean Yes  5.2801 & 0.0008 GeV BB Generic MC
mps Width Yes 3.95 £ 0.56 MeV BB Generic MC
AFE Exp. Coef. No —8.6 £6.3 GeV!

Table 10.2: Parameter values from the B — D* K7 fit. The errors on the fixed parameters
are the ones obtained from the fit on the off-resonance/control/MC sample. They are varied
by £1o to account for systematic errors.
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Figure 10.4: Projections of the mgg, AFE and F distributions with the unbinned maxi-
mum likelihood fit PDF plotted on top for the decays B® — D*KOrT (left) and B —
D*K (892)*F (K 7 T) (right). Key for curves: Red: continuum, Green: comb. BB, cyan: peaking

BB and black: signal.
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Component Parameter Fixed Value Unit Source
Signal mps Mean Yes  5.2801 &£ 0.0001 GeV D¥a,
mps Width Yes  2.612 =4 0.060 MeV D%
AFE Mean Yes —4.89 £0.30 MeV D%y
AFE Width; Yes 8.18 +1.18 MeV D%
AFE Widthy Yes 15.55 £ 2.11 MeV D%y
AE fa Yes  0.443 £ 0.186 - D*ay
F Mean Yes 0.432 4 0.025 - D**rx
F Left Width Yes  0.716 £0.017 — D**r
F Right Width ~ Yes  0.539 £ 0.016 - D
Continuum mpgg Shape No —15.8+ 7.9 —
mpgs Endpoint  Yes  5.2903 4 0.0001 GeV  D*qy
AFE Slope No —1.52+0.67 ev/GeV
F Mean Yes —0.339 £ 0.066 - Off-Resonance
F Left Width Yes 0.744 4+ 0.043 — Off-Resonance
F Right Width  Yes 0.613 £ 0.041 - Off-Resonance
BB mps Shape No —55.4+£79.0 —
AF Slope No —0.29 £547  ev/GeV
F Mean Yes 0.468 £ 0.018 - BB Generic MC
F Left Width Yes  0.640 £ 0.012 - BB Generic MC
F Right Width ~ Yes  0.454 £ 0.011 - BB Generic MC
BB peak mgs Mean Yes  5.2801 4 0.0008 GeV BB generic MC
mps Width Yes 3.95 £ 0.56 MeV BB generic MC
AFE Exp. Coef.  Yes —8.6 £6.3 GeV ! BB generic MC

Table 10.3: Parameter values from the B — DT K*¥ fit. The errors on the fixed parameters
are the ones obtained from the fit on the off-resonance/control/MC sample. They are varied
by 1o to account for systematic errors.

Param. | All | Ngg  Npeak Noont Nsig | €BB §cont  @peak Pl Plcoont
Ngp 0.707 | 1.000 0.474 -0.507 0.097 | -0.335 -0.022 -0.296 0.023 -0.013
Npeak 0.824 | 0.474 1.000 0.004 0.375 | -0.587 -0.046 -0.635 0.151 -0.018
Ncont 0.585 | -0.507 0.004 1.000 -0.026 | 0.016 -0.014 0.001 0.037 0.002
Ngig 0.455 | 0.097 -0.375 -0.026 1.000 | -0.133 0.042 -0.350 0.121 0.003
¢BB 0.743 | -0.335 -0.587 0.016 -0.133 | 1.000 -0.405 0.409 -0.145 0.053
ECont 0.553 | -0.022 -0.046 -0.014 0.042 | -0.405 1.000 -0.018 0.065 -0.039
QAPeak 0.744 | -0.296 -0.635 0.001 -0.350 | 0.409 -0.018 1.000 -0.400 -0.006
Plpp 0.681 | 0.023 0.151 0.037 0.121 | -0.145 0.065 -0.400 1.000 -0.524
Plcont | 0.587 | -0.013 -0.018 0.002 0.003 | 0.063 -0.039 -0.006 -0.524 1.000

Table 10.4: Correlations among fitted variables for the B — D*K T fit. The leftmost
column contains the total correlation, the signal yield having the smallest correlation, mainly
with the peaking background, as it resembles signal the most.
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Figure 10.5: Projections of the mgg, AE and F distributions with the unbinned max-
imum likelihood fit PDF plotted on top for the decays D**K°xT(left) and B° —
D** K (892)*F (K7F) (right). Key for curves: Red: continuum, Green: comb. BB, cyan: peaking
BB and black: signal.
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Comp. Parameter Fixed Value Value Value Source
K Knrt K3m
Signal  mps Mean Yes 5.2803 = 0.0001 5.2804 £ 0.0001  5.2803 &+ 0.0001 D**q,
mgs Width Yes 2.547 +0.074 2.623 £0.103 2.510+£0.090 D**q,
AFE Mean Yes —4.26 +0.47 —6.34 £ 0.66 —6.45+ 0.57 D**q,
AFE Width, Yes 8.48 £0.81 11.42 £0.87 11.59 £ 0.67 D**a,
AFE Widths Yes 21.07£2.44 32.69 £+ 6.40 40.08 £ 13.12 D**a,
AFE fa1 Yes 0.517 £0.085 0.686 £ 0.078 0.844 +£0.063 D**q,
F Mean Yes 0.432 4+ 0.025 (common for all modes) D**r
F oLeft Yes 0.716 £ 0.017 (common for all modes) D*tr
F ORight Yes 0.539 £ 0.016 (common for all modes) D*tr
Cont.  mpgs Shape No —38.5+10.2 —17.1+£5.3 —254+49
mgs Endpoint Yes 5.2883 +0.0002 5.2884 +0.0003 5.2884 + 0.0003 D**a,
AFE Slope No —0.22+1.42 —-1.12+£0.73 —0.51£0.70
F Mean Yes —0.224 £ 0.081 (common for all modes) Off-Res.
F OLest Yes 0.586 £ 0.051 (common for all modes) Off-Res.
F ORight Yes 0.601 £ 0.051 (common for all modes) Off-Res.
BB mgs Shape No —30.3+£14.0 —49.6 £8.7 —27.5+£9.0
AFE Slope No 1.01 £1.75 —0.54+1.14 —2.14+1.19
F Mean Yes 0.532 £ 0.019 (common for all modes) Gen. MC
F oLeft Yes 0.637 £ 0.013 (common for all modes) Gen. MC
F ORight Yes 0.367 £ 0.012 (common for all modes) Gen. MC
Peak mgs Mean Yes 5.2798 + 0.0003 (common for all modes) Gen. MC
mgs Width Yes 3.33 £ 0.45 (common for all modes) Gen. MC
AFE Exp. Coef. No —4.5+6.2 —12.9+£27.1 —6.1+7.9

Table 10.5: Parameter values from the B — D** K97 F fit. The errors on the fixed param-
eters are the ones obtained from the fit on the off-resonance/control/MC sample. They are
varied by £1o to account for systematic errors.
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Once again the fit is repeated in the K*T resonant region only, and for the same reason as when
fitting BY — DTK*T | some background parameters are fixed. The resulting distributions
and fits can be seen in Fig. 10.5 (right) and the fitted parameters can be found in Table 10.6.

Comp. Parameter Fixed Value Value Value Source
K Knr® K3rm
Signal  mpgg Mean Yes  5.2803 £0.0001 5.2804 +0.0001  5.2803 &+ 0.0001 D**a,
mgs Width Yes 2.547 +0.074 2.623 £0.103 2.510+£0.090 D**q,
AFE Mean Yes —4.26 +0.47 —6.34 £ 0.66 —6.45+ 0.57 D**a,
AFE Width, Yes 8.48 + 0.81 11.42 + 0.87 11.59 +£ 0.67 D**a,
AFE Widths Yes 21.07£2.44 32.69 £+ 6.40 40.08£13.12  D**q,
AE fa1 Yes 0.517 +0.085 0.686 +=0.078 0.844 4+ 0.063 D**a,
F Mean Yes 0.432 4 0.025 (common for all modes) D**r
F oLeft Yes 0.716 £ 0.017 (common for all modes) D*tr
F ORight Yes 0.539 £ 0.016 (common for all modes) D**r
Cont. mygs Shape No —38.7+12.5 —226+7.6 -324+6.9
mgs Endpoint Yes  5.2883+0.0002 5.2884 +0.0003 5.2884 + 0.0003 D**a,
AFE Slope No 0.27£1.82 —0.78 £1.05 1.18 £1.01
F Mean Yes —0.224 £ 0.081 (common for all modes) Off-Res.
F OLest Yes 0.586 £ 0.051 (common for all modes) Off-Res.
F ORight Yes 0.601 £ 0.051 (common for all modes) Off-Res.
BB mgs Shape Yes —30.3 £ 14.0 —49.6 + 8.7 —27.5+£9.0 D** KO
AFE Slope Yes 1.01 £1.75 —0.54+1.14 —2.14+1.19 D*iKgﬂ'
F Mean Yes 0.532 £ 0.019 (common for all modes) Gen. MC
F oLeft Yes 0.637 £ 0.013 (common for all modes) Gen. MC
F ORight Yes 0.367 £ 0.012 (common for all modes) Gen. MC
Peak mgs Mean Yes 5.2798 £ 0.0003 (common for all modes) Gen. MC
mgs Width Yes 3.33 £ 0.45 (common for all modes) Gen. MC
AFE Exp. Coef.  Yes —4.5+6.2 —12.9+£27.1 —6.1+7.9 D**K9r

Table 10.6: Parameter values from the B — D**K*¥ fit. The errors on the fixed parameters
are the ones obtained from the fit on the off-resonance/control/MC sample. They are varied
by £1o to account for systematic errors.

From the figures with PDFs superimposed on top of the projected data distributions one can
see that the parametrizations and fits describe the data well.

Param. All Npg  Npeak Ncont Nsig $BB Scont Pl  Ploont
Npp 0.707 | 1.000 -0.459 -0.535 -0.002 | -0.220 0.067 -0.116 -0.029
Npear | 0.713 | -0.459 1.000 0.015 -0.128 | 0.496 -0.013 0.093  0.066
Ncont 0.601 | -0.535 0.015 1.000 -0.034 | -0.031 -0.059 0.061 -0.006
Nig 0.223 | -0.002 -0.128 -0.034 1.000 | 0.016 0.037 -0.028  0.007
$BB 0.735 | -0.220 0.496 -0.031 0.016 | 1.000 -0.520 -0.173  0.181
Econt 0.606 | 0.067 -0.013 -0.059 0.037 | -0.520 1.000 0.171 -0.119
Plpp 0.624 | -0.116  0.093 0.061 -0.028 | -0.173 0.171  1.000 -0.584
Plcone | 0.599 | -0.029 0.066 -0.006 0.007 | 0.181 -0.119 -0.584  1.000

Table 10.7: Correlations among fitted variables for the B — D*K*T fit. The leftmost
column contains the total correlation, the signal yield having the smallest correlation, mainly
with the peaking background, as it resembles signal the most.
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10.3 Yields

The yields from the fits shown in Figure 10.4 for B — DT K% ¥ and in Figure 10.5 for
BY — D**K%rFare listed in Table 10.8.

Component D*K'%+  DTK*FT D**KOxt D'FK*T
Signal 230 =24 143 £ 14 134 £ 17 78 £10
Continuum 7009 £ 117 1135+£44 3464 £97 708 + 38
BB 2678 £112 92+ 34 2072 £ 91 02 £ 28
BB peak 202 £+ 66 12+ 17 69 £ 26 12+9
Purity (%) box 40 84 45 83
Purity (%) error 39 73 44 71

Table 10.8: Raw yields and purities obtained from the likelihood fit (degenerate peaking
background has not been subtracted). The errors are statistical only, and the purities are
defined either within a certain signal region (box) or directly from the uncertainties (error).

As can be seen from the yields, a significant fraction of the events lies in the K* band. Not
surprisingly, both the background and the peaking background are significantly reduced when
considering only the K (892)** band. The purity listed in Table 10.8 is defined in two ways;
first as the signal fraction in the region [5.27,5.29] x [-0.02,0.02] x [-0.5, 3] in mgs, AE, and
F (box) and second as Ny, /012\,51_9 (error). The latter definition shows to what degree the
statistical error corresponds to that of an equally large perfectly clean sample.

10.4 Degenerate peaking background

The degenerate peaking background is evaluated using the sidebands of mp and myo. The
sidebands consist of events which satisfy all selection criteria, but whose D or K? masses lie
outside the signal region. For the D meson sideband the intervals 20 < |mp—mb™| < 35 MeV
around the central value were used for the fully charged modes (35 < |mp —m?5™| < 65 MeV
for the D° — K~ n"7% mode) and for the K the intervals 10 < |m o — m5‘| < 15 MeV

K
were used. The result can be found in Table 10.9.

Mode Signal mp sideb.  mo sideb.
DF¥KOn¥ 229.5+24.2 21.7£13.7 —-64+£45
D*K*F 1425 +14.1 10.8£5.5 3.5£3.2
D** KT (K~ 42.9 £+ 10.0 94+75 3.7+4.6

(Km)
D**K*F (Kr) 31.8 £ 8.0 3.1+30 —-20+29
D* KO T (Krr®) 59.4+11.8 2.6+4.6 5.7+ 4.7
D**K*F (Krr®) 24.6 +5.5 1.0+1.0 —0.8+1.7
D** KT (K3m) 31.9 +£ 6.9 6.7 £ 3.4 2.1+22
D**K*F (K3r) 23.1+5.9 3.6 £2.8 1.6 +£2.4

Table 10.9: Signal and degenerate peaking background yields evaluated using the mp and
M K0 sideband.

For the K? mass spectrum, the sideband window (5 MeV on each side) has a smaller size
than the signal window (7 MeV on each side), and as the background is assumed (and tested
on generic MC and by fits) to be uniformly distributed, a scaling factor of 7/5 = 1.4 has
been applied. For the D* sideband the window is 15 MeV, which is larger than the signal
window of 12 MeV, so here a scaling factor of 12/15 = 0.8 is used. The D° sidebands have
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the same size as the signal window, thus no scaling factor is required. In the selection, the
D and K? sidebands are made mutually exclusive to avoid double counting (due to multiple
candidates).

The yields found in the sidebands can have two origins. Either they are due to misrecon-
structed signal events or they are from B decays with the same final state. It is the fraction
of the yields which exceed the misreconstruction estimates, that has to be subtracted.

It is noteworthy that only very little degenerate peaking background (if any) originates from
fake K9 mesons, thus the potentially troublesome B? — D(*)iaf channels (used as con-
trol channels) do not contribute to the B — D®*K%x¥F signal. The degenerate peaking
background from off-resonance data is consistent with zero, as one would expect.

10.5 Section summary and conclusion

The selected data sample is fitted with an unbinned maximum likelihood fit in the three
variables mgg, AFE, and F, considering four distinct PDF components: Signal, along with
continuum, combinatorial BB, and peaking BB background. The fit is tested on both simu-
lated events and control samples. The signal shape is determined from the latter and frozen
in the fit, while the background shape is mostly left floating.

The fit converges close to the initial values obtained from MC samples, and the yields are
230 + 24 for B — D*K%F and 134 + 17 for B® — D** K% T, with a purity around 40%.
Repeating the fit in the K** resonant region yields 143 4+ 14 and 78 + 10 events, respectively.
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11 Systematic errors

Everything is vague to a degree you do not realize till you have tried to make it
precise.

[Bertrand Russell, 1872-1970]

Systematic errors is a common expression for sources of uncertainty which are associated with
the (subjective) choices made in an analysis. They arise from the factors used for turning an
event yield into a branching fraction, such as efficiency corrections, PDF parametrizations,
theoretical uncertainties and total number of B decays considered.

Their treatment can be controversial, as no fixed set of rules exists on how to determine their
size. Furthermore, as they are often not of statistical origin and therefore not Gaussian in
distribution, great care has to be taken in their interpretation.

Below are listed the various systematic errors considered in this analysis. For the most part
they are of quite standard origin and their size relatively easily calculable.

11.1 Efficiency corrections

One of the most important and central corrections to make is the efficiency correction, and
it is not surprisingly also the one that requires the most time and effort. Basically, the effi-
ciency for signal events is calculated using signal MC. Knowing how many decays went into
the simulation, and how many were reconstructed, an efficiency can be calculated.

However, though the detector simulation is both detailed and tuned to data, the correspon-
dance is never complete (see Section 9.1.1). As a result, one is forced to quantify the level
of accuracy to which the simulation holds and consequently the size of eventual corrections
needed to restore identical properties between data and MC, which evidently have associated
(systematic) errors.

To determine the size of the corrections and their errors, one uses large and sufficiently clean
data samples obtained from other sources. Along with corresponding MC samples, the dif-
ferences between the two can be quantified for each type of particle/phenomena.

11.1.1 Tracking efficiency correction

The tracking efficiency correction is determined from ete™ — 777~ events, where (apart

from neutrinos) one tau decays to a lepton (Br(7~ — £ vp-v,-) = (35.21 £ 0.09)%) and
the other tau decays to three charged pions (Br(r~ — 7 ntm v,-) = (9.22 £ 0.10)%) of
which only two are detected. Thus the signature and hence selection criteria of such events is
an isolated lepton with two recoiling tracks. From knowing that a fourth track has to exist
(simply from charge conservation), the following ratio (for that track) can be establised:

(€A)Data — (cA)MC

A= , (11.1)

where € is the efficiency and A is the acceptance of MC and data. To a very good approx-
imation the acceptance, cancels in this ratio, and consequently the difference between the
simulated and the actual tracking efficiency, denoted A, can be determined (the correction
to be made is 1 — A). Note, that not the absolute, but only the relative tracking efficiency
between data and Monte Carlo is measured.

In general, the tracking efficiency correction is a function of momentum, direction, and track
quality, and therefore a mapping according to these quantities may be needed. With a binned
mapping, the division has to be coarse enough for each bin to contain enough statistics, such
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that the (systematic) error on the correction remains small compared to the correction it-
self’”.

A set of corrections is computed for each setting of the DCH high voltage, since it changes
with these. But as the Monte Carlo samples are produced with the same conditions as the
data, the corrections do not change significantly for the different voltage settings.

The tracking efficiency corrections and systematic errors are computed on the average
for each track quality involved, as no significant dependencies are seen in other dimensions
[Tra03]. GoodTracksVeryLoose (GTVL) do not require any correction (the correction is
consistent with unity), and a systematic error of 1.3% is assigned for each track. GTVL with
low momentum (i.e. the soft pion from D** decays) do not require any correction either, but
entail a systematic error of 1.6%. The track identified as a kaon for the reconstruction of D*
candidates is required to be a GoodTrackLoose (GTL). For these, there is a correction of 0.8%
and a systematic error (which is entirely correlated with those of GTVL) of 2.0%. Overall,
the total systematic error due to tracking efficiency corrections is estimated to be 5.9% for
BY — D*K% ¥, and 5.5%, 5.5%, and 8.1% for the three D° modes of B® — D**K%nF.

11.1.2 K efficiency correction

The K efficiency correction has to be computed separately from the tracking efficiency cor-
rection, due to the depency on the decay distance and the additional requirements demanded
in the analyses. The corrections are studied using high-statistics data and MC samples, and
calculated for the most common set of requirements. The efficiency correction is applied on
an event-by-event basis [KsCO03].

The overall correction factor obtained is 0.971 £ 0.018 for B — D* K% ¥ and 0.971 4 0.019
for B — D** KT averaged over different DCH voltage settings and D° decay modes. In
addition, a correction of 0.981 4 0.002 has to be applied, due to the KY mass cut.

11.1.3 7Y efficiency correction

The 7¥ efficiency correction is obtained from tau decays, where one tau decays to a lepton
(T — ¢*yw,) and the other to one charged hadron and N 7%s (r— — h~N7n%). The
ratio between events with N = 1 and N = 2 depends only on the branching ratio (known to
better than 1%), the MC kinematics (assumed well-modelled) and the 7° efficiency. Finally, a
large clean sample of such events can be obtained from the data. This sample is also used to
measure differences between the 7° mass resolution and the energy scale difference between
data and MC.

The systematic errors due to efficiency differences is estimated to be 3% and the uncertainty
due to mass resolution 3% also. The overall systematic error comes out to be 5.0%, which
also includes a small bias error from the tau method itself.

11.1.4 PID efficiency correction

The PID efficiency correction is obtained from a pure sample of D*t — D%(— K—7nt)nl,
decays, where the identity of the kaon and pion from the D° decay is determined from the
charge of the soft pion. By comparing the PID performance for this selection with that of
an equivalent MC sample, the correction and its uncertainty can be obtained as a function of
momentum and selection criteria.

For the three decay modes of the D the kaon list used is KMicroNotPion, for which the
corrections comes out to be 0.977, 0.965, and 0.961, respectively. In the reconstruction of D*
candidates, KMicroNotPionGTL are used, for which no mapping of the efficiency correction

™" A more refined approach is to parametrize the efficiency correction and then fit it on the data samples.
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exists. Therefore the corrections relevant to KMicroNotPion were used, which yielded a cor-
rection of 0.957. The associated systematic error is multiplied by the efficiency ratio between
the two selections™® to account for possible differences. Included in the above corrections is
also the demand that the bachelor track is not a KMicroTight or a eMicroVeryTight.

The systematic error due to the PID corrections was taken to be 2.0% for the B® — DT KOx
mode, as suggested by the PID analysis [PID03], and 2.2% for the B — D** K%z F mode.

11.1.5 D® efficiency corrections and branching ratios uncertainties

The cuts applied on the D% masses and D* mass difference are also potentially different
for data and MC. In order to estimate the corrections needed and their associated systematic
error, the efficiencies were determined from a fit in mgg of the control channels B® — D(*)iaf
on both data and MC samples. The ratio of the data and MC efficiencies were computed for
each mode, and the results can be found in Table 11.1 along with the errors associated with
the branching fractions of the D*) mesons [PDG02].

Mode BY » D¥KOx+ BY - D**KO0r+
Submode Krm Kr Knrd K3r

D*/0 mass cut  0.981 4 0.004 0.983 £ 0.009 0.980 £ 0.011 0.976 £ 0.012

Br of D*/0 +0.066 40.024 +0.069 40.042
D** mass cut - 1.004 = 0.004 0.999 £ 0.012 0.998 £ 0.005
Br of D** — 40.007 (common for all modes)

Table 11.1: Efficiency corrections and associated systematic errors for D) mesons. The
corrections are calculated by applying the same cuts as used in the analysis to data and MC
samples of the control channel B — D®)F 7+,

The impact of the vertex probability cut was studied in the same manner, but as all corrections
were consistent with one with very small errors (typically 0.998 £ 0.002), no corrections were
applied. The branching fraction uncertainties were taken from [PDG02].

11.1.6 Efficiency modelling

In three-body decays the momenta of the daughters is not fixed and therefore the efficiency
varies from event to event, contrary to the usual two-body case. In order to correct for the
efficiency in the branching ratio calculation, one is obliged to map the efficiency across the
Dalitz plot. This is done using signal MC generated with a uniform distribution in the Dalitz
plot.

Both a continuous and a binned approach were attempted. The continuous mapping consisted
of a generic function, which expanded around every statistically significant second derivative.
This yielded a function, which was sufficiently flexible to map the changing efficiency across
the Dalitz plot, while at the same time not being too sensitive to statistical fluctuations. The
binned mapping was done by dividing the Dalitz plane (defined as m(D, K) € [0,30] GeV?
and m(K, ) € [0,15] GeV?) into an N x N grid. The choice of number of bins, Ny;,s, was a
trade-off betweeen granularity of the mapping and the statistics in each bin. Below 10 x 10
bins the binning was too coarse to describe the features of the efficiency variations, and above
100 x 100 bins, statistical fluctuations started to show.

Due to resolution effects, events can lie beyond the Dalitz limit, and the question of where to
limit the Dalitz region arises. In the following the energies and invariant masses were strictly

"8Using signal MC, this ratio was evaluated to be 1.082.
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required to lie within their kinematic limits, while the cosine of the angle between any pair
of daughters was required to lie in the range [—1 — 4,1 + d], where 6 = 0.05 accounts for
the resolution. These requirements were found to be adequate for the purpose, though more
involved criteria were considered (see Section 12.3.2).
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Figure 11.1: Efficiency as a function of Dalitz plot position for (a) B® — DT K%F and (b)-
(d) B — D**KT into the DO final states K, Knn®, and K3, respectively. The general
distribution is alike for all channels, but the efficiency varies much between them. Note the
grouped binning, which avoids edge effects.

Both the continuous and the binned approach suffer from edge effects, where the efficiency
drops rapidly, but has tails as discussed above. This results in regions with very low and quite
uncertain efficiencies, which can have a sizable impact on the branching fraction measurement,
when correcting for them.

Whereas this problem is hard to redeem for the continuous method, it is easier for the binned
approach, where it can be fixed by the use of “smart” binning. One demands that every bin
has a minimum number of events in them (N < 100 for DK% F and N < 25 for each D°
mode of D**K%7F). If this is not the case, then the bin is averaged with its surrounding
neighbours (i.e. merged) till the statistics is increased beyond the minimum requirement (see
Fig. 11.1a). For each bin the efficiency is calculated as the number of reconstructed signal
MC events divided by the number generated in that bin (correcting for the size of the bin, if
it lies on the edge).

For kinematic reasons, the invariant masses should lie in the plane m%, KT m%w + m%ﬁr =
m2B0 + m% + m%o + mfri = M?, which simply corresponds to demanding that AE = 0.
The invariant masses are therefore corrected by the factor (m?% ;- +m%,_+m?2. )/M?, which
essentially realizes a linear projection onto the Dalitz plane. None of the corrections are larger
than 4%.

To quantify the systematic error in modelling the efficiency, the parametrization of the
latter is varied. The resolution parameter 0 was varied between 0.025 and 0.075, the minimum
required number of events, Ny,i,, was varied between 50 and 150 (12 and 50), and the binning
Npins was varied between 10 and 100 (10 and 50) for the B — D* K% ¥ (BY — D**K07T)
mode. The impact of the last variation can be seen in Fig. 11.2.
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Figure 11.2: Result for branching ratios using different binnings for the four modes (a) B —
D*K'%, (b) B® - D*K*T | (¢) B — D**K%7F, and (d) B® — D**K*T . Binnings are
required to be 10 x 10 or greater, and they are fitted with a constant. The inserted figures
show the distribution of results, and the width is taken as a systematic error.

The systematic error from normalization was 3.0% (4.1%), the one from the minimum required
number of events in a bin was 0.8% (1.3%) and the RMS of the results using different binnings
were 1.7% (2.3%) for the B — D*K%7F (B® — D*K*¥ ) mode. The last error is mostly of
statistical origin in lacking signal MC events in the most contributing areas.

For the B — D**K%¥ (B — D**K*T ) mode, the numbers are 0.2%, 0.2% and 0.6%
(0.5%, 1.4% and 1.4%) from normalization, 2.0%, 2.0% and 2.3% (2.8%, 1.5% and 3.2%) from
the minimum required number of events in a bin and 5.7%, 6.9% and 5.6% (5.0%, 4.0% and
5.4%) from changing the binning, for the three D° modes, respectively.
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11.1.7 PDF shape

To calculate the systematic due to the PDF shape, one varies all fixed parameters in turn
by £1lo, as listed in Tables 10.2 and 10.5, and note the impact it has on the number of
signal events, V;,. The systematic error is taken to be these variations in quadrature taking
correlations (obtained from the control samples) among the variables into account:

ZaNaN

' 11.2
< 8$7] 8£U] ('x]) pJ ( )

As the coefficient of the exponential PDF in AF for the peaking background is only fixed in
the fit of the K** band, it is of course only varied here.

Sample Entire Dalitz Plot K* Band (£100 MeV)
Parameter ANi(+1o;) ANu(—1lo,) ANg«(+loy) ANg-(—1loy)
mgs Mean -0.29 0.42 0.03 -0.03
mps Width 1.34 -1.36 0.49 -0.51
mgs Max 0.13 -0.01 -0.02 0.02
AFE Mean 0.35 -0.18 -0.20 0.21
AFE Widthl 3.44 -4.38 1.04 -1.02
AFE Width2 7.25 -8.57 4.20 -4.62
AFE Frac -10.96 8.86 -4.91 3.57
Correlated variation 8.28 3.59

F Mean Sig -3.25 3.03 -0.83 0.73
F SigmalLeft Sig 1.54 -1.57 0.47 -0.48
F SigmaRight Sig -1.74 1.81 -0.33 0.32
Correlated variation 3.93 0.86

F Mean Cont 0.47 -0.30 -0.21 0.25
F SigmaLeft Cont 0.84 -0.70 0.17 -0.16
F SigmaRight Cont 0.01 -0.23 0.13 -0.34
Correlated variation 1.16 0.16

F Mean BB 0.07 -0.35 0.02 -0.10
F SigmalL.eft BB -0.09 0.09 0.01 -0.01
F SigmaRight BB 0.20 0.08 -0.01 -0.06
Correlated variation 0.22 0.09

mps Mean Peak 4.03 -2.19 0.57 -0.45
mps Width Peak 2.77 -2.35 0.20 -0.20
AFE Peak Exp. Coef. - - 1.35 -2.08
Correlated variation 4.31 1.81

Total systematic (events) 10.2 4.1

Total systematic (%) 4.5 2.9

Table 11.2: Systematics from the PDF shapes for the B® — D*K%F and B® — D*K*¥
modes. Each fixed parameter is varied by 4o, and the change in number of signal events,
AN, is determined. Including correlations (i.e. when the parameters are obtained from the
same control sample), the total impact on the signal yield is determined. The exponential
coefficient ., is not varied for the DK sample, as it is left floating in the fit. Correlations
are included in the calculation of the overall impact on the yield (see Eq. (11.2)). The variables
with the largest impact are written in bold.
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Sample DY - K—rnt DY - K—ntr0 DY - K—ntntn—
Dalitz Region AN,y AN~ AN,y AN« ANy, AN~
mps Mean -0.27 -0.17 -0.29 -0.07 -0.03 -0.11
mps Width 0.33 0.44 0.25 0.16 0.52 0.44
mps Max -0.02 0.07 -0.67 -0.05 0.12 0.01
AL Mean 0.03 -0.05 0.21 0.09 -0.05 -0.14
AFE Widthl 0.53 0.21 1.14 0.24 1.21 0.20
AFE Width2 1.15 0.38 -1.52 0.61 1.37 0.66
AF Frac -1.15 -0.45 -1.74 -0.65 -2.49 -1.26
Correlated variation 1.48 0.71 2.82 0.88 2.86 1.37
F Mean Sig 0.13 -0.03 -0.21 -0.06 -0.41 0.02
F SigmalLeft Sig -0.12 -0.02 0.02 -0.01 0.05 -0.03
F SigmaRight Sig -0.09 -0.04 -0.18 -0.03 -0.46 -0.05
Correlated variation 0.11 0.08 0.34 0.09 0.77 0.05
F Mean Cont 0.06 -0.22 2.14 -0.03 -0.04 -0.09
F SigmalLeft Cont -0.08 0.11 -0.79 0.04 -0.31 0.02
F SigmaRight Cont -0.05 -0.07 0.75 -0.05 -0.24 -0.10
Correlated variation 0.07 0.22 2.26 0.06 0.50 0.17
F Mean BB -0.14 0.00 0.19 0.02 0.06 -0.12
F Sigmal.eft BB -0.03 0.00 -0.16 -0.01 -0.03 0.03
F SigmaRight BB -0.09 0.01 -0.03 -0.04 0.02 -0.09
Correlated variation 0.24 0.01 0.15 0.03 0.06 0.18
mps Mean Peak 0.32 0.00 0.00 -0.05 -0.30 0.15
mgs Width Peak 0.10 0.00 0.00 -0.12 -0.17 -0.70
Correlated variation 0.35 0.00 0.00 0.14 0.35 0.71
Total systematic (events) 2.39 0.75 3.63 0.90 3.02 1.56
Total systematic (%) 7.5 3.0 8.5 3.9 5.1 4.8

Table 11.3: Systematics from the PDF shapes for the B — D**K%¥ and B? — D**K*¥
modes. Each fixed parameter is varied by +1o0, and the change in number of signal events,
AN, is determined. Including correlations (i.e. when the parameters are obtained from the
same control sample), the total impact on the signal yield is determined. The exponential
coefficient «,,, is not varied for the DK sample, as it is left floating in the fit. Correlations
are included in the calculation of the overall impact on the yield (see Eq. (11.2)). The variables
with the largest impact are written in bold.

11.1.8 Resonant correction

In the absence of interference, resonances follow a Breit-Wigner (BW) shape with a caracteris-
tic central value and width for each resonance. The width of the K** is 50 MeV, which means
that it has tails beyond the required mass of m(K**) & 100 MeV. To estimate these tails,
and thus the selection efficiency of the mass requirement, dedicated B — D®)F K*+ signal
MC was used. The selection efficiency was found to be 93 £ 1% for both the B® — DT K*T
and the B® — D** K*F decays, which is in agreement with numerical estimates.

In addition, non-resonant contributions (or tails of other resonances) can potentially be
present under the BW shape. Such contributions are estimated from fitting the invariant mass
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m(K° %) in the range [0.8;1.3] GeV on efficiency, background, and correlation corrected
signal events in data’™. The results of such a fit are shown in figure 11.3. The fractions

fitted, fI0%13] are the fractions of the K* resonant component in the range [0.8;1.3] GeV,
and we obtain: fOFL— 0.950 £ 0.081 and U503 = 1.217 £ 0.148. From these one
can extract the same fractions for the interval [0.8;1.0] GeV, which are the correction factors

with systematic uncertainties o(f) needed. This is done as follows:

[0.8;1.3]

— 6Y956n0n res ( 1
o(f) (Eesf[0813}+€nonres 1—f [0.8;1.3] ) 3)

f — €res
B 6resf[o.8;1'3] + 6non-res(l - f[0'8;1'3]),

where €,,. = 08 BW/f BW and €,4pres = (1.0 — 0.8) /(1.3 — 0.8) = 0.4 are the fractions
of resonant and non—resonant in the range [0.8;1.3] GeV, which falls in the range [0.8;1.0]
GeV. This yields the corrections and associated systematic errors, fp+go.+ = 0.978 = 0.036
and fp-+go s = 1.083 £0.050. Since the value of fp«+ o + is outside the physical region (a
negative non-resonant contribution does not make any sense), but consistent within errors,
the resonant fraction is chosen to be unity with the same error.

The additional corrections and systematics to Br(B? — D®*K*F) are thus 0.950 £ 0.037
and 0.930 & 0.051 for the modes B® — D*K*T and BY — D*t*K*T | respectively.
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Figure 11.3: Fit of K** invariant mass m(K° n%) in the range [0.8;1.3] GeV on efficiency,
background, and correlation corrected signal. The PDF contains a BW (resonant) and a flat
(non-resonant) part both normalized to unity in the range [0.8;1.3] GeV, and the fraction
fIO813] can be used to extract the fraction of (non-)resonant in the K* range.

The result of the above fits can be cross checked by fitting the helicity distribution of the
K** resonance (see Fig. 12.4). The distribution is fitted with the characteristic dN/d cos(#) =
cos?(6) distribution for the resonant part and a flat component for the non-resonant part, and
the result of such a fit is f = 0.993 £ 0.058, in good agreement with the invariant mass fit.
The error is slightly larger, as only the range [0.8,1.0] GeV is fitted.

"1n fact the m(K ) distribution of data weighted by Wiz defined in Eq. 12.2.
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11.1.9 Sideband subtraction

The degenerate peaking background is measured using the D*/? and K mass sidebands
(see Section 10.4). The sideband data is fitted in the exact same manner as the signal, and
subtracted from the signal. The associated errors are considered statistical.

However, there is a small amount of signal in the sidebands, which has to be corrected for. The
fraction is determined from the control channels, which yields 3.2 +0.6% for the B° — Diaf
channel and 4.2 + 1.1% for the B® — D**af channel. This is in accordance with signal
MC for the same channels (3.6 £ 0.5% and 3.7 & 0.4%, respectively), and signal MC for the
BY - D®EK%F modes (3.9 + 0.2% and 4.6 & 0.3%, respectively).

This means that the fraction of events in the D*/0 sidebands, which exceeds ~ 3 — 4% is not
accounted for by the signal, and thus other contributions are there. However, the statistics
available deprive the situation of a decisive conclusion.

For obvious reasons, the KU can not be investigated in the control channels, but in signal
MC signal fractions of 1.5 + 0.2% for B® — D*K% ¥ and 1.6 &+ 0.3% for B® — D**K%n¥
were found. The K mass sideband contributions are consistent with zero, as can be seen in
Table 10.9, but the statistics are not adequate for determining effects of the order suggested
by signal MC.

To account for any true signal that falls in the sidebands, corrections of the order suggested
by the control channels for the D*/° and by the signal MC for the K? are made, and the
errors in these corrections are considered systematic.

11.1.10 Systematic error from luminosity determination

The total luminosity used in the analysis is evaluated by considering QED processes (see
Section 7.3.1), and the determination carries with it a systematic error of 1.1%.

11.1.11 Summary of corrections and systematic errors

The efficiency corrections are summarised in Table 11.4 and the systematic errors are sum-
marised in Table 11.5.

Mode BY — DK ¥ BY — D**:K0nF

Submode Krm Kn Knr® K3

K9 reconstruction 0.971 £0.018 0.971 4+ 0.019 (same for all three modes)
K mass cut 0.981 £ 0.002 0.981 £ 0.002 (same for all three modes)
K** mass cut 0.930 £ 0.010 0.930 £ 0.010 (same for all three modes)
D*/0 mass cut 0.981 £0.007  0.991 £0.009 0.987 £0.010 0.994 £ 0.011
D** mass cut - 1.002 £ 0.004  1.020 £ 0.007 0.996 &+ 0.008
Tracking 0.992 £0.059  1.000 £ 0.055 1.000 £ 0.055 1.000 =£ 0.081
PID 0.957 £ 0.020 0.968 £ 0.020 (same for all three modes)
D*/0 sideband subtraction  0.968 + 0.006 0.958 4+ 0.011 (same for all three modes)
K sideband subtraction 0.985 4+ 0.002 0.984 4 0.003 (same for all three modes)
Total 0.769 £0.076  0.803 £0.081 0.814 £0.082 0.800 £ 0.101

Table 11.4: Efficiency corrections from cuts, reconstruction, PID, and sideband subtraction.
The correction from the requirement on my«+ only applies to the resonant modes.
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Mode BY — D*KOx¥ BY — D** KT

Submode Knm Kn Krr® K3r

Tracking 5.9 5.9 5.5 8.1 COIT.
PID 2.2 2.0 2.0 2.0 COrT.
70 reconstr. - - 5.0 -

BR of K 0.4 0.4 0.4 0.4 COLIT.
K? reconstr. 1.8 1.9 1.9 1.9 corr.
K? mass cut 0.2 0.2 0.2 0.2 corr.
K** mass cut - (1.0) - (1.0) - (1.0) - (1.0) COrT.
BR of D*/° 6.6 2.4 6.9 4.2

D*/% mass cut 0.7 0.9 1.1 1.2

BR of D* — 0.7 0.7 0.7 COTT.
D* mass cut - 0.4 0.7 0.8

PDF 4.5 (2.9) 7.5 (3.0) 8.5 (3.9) 5.1 (4.8)
Normalization 3.0 (4.1) 0.2 (0.5) 0.2 (1.4) 0.6 (1.4)

Nmin 0.8 (1.3) 2.0 (2.8) 2.0 (L.5) 2.3 (3.2)
Modeling 1.8 (2.4) 5.7 (5.0) 6.9 (4.0) 5.6 (5.4)
Sideband 0.6 1.1 1.1 1.1 COIT.
Luminosity 1.1 1.1 1.1 1.1 COIT.

Total Systematic Error ~ 11.0 (11.1)  11.8 (9.5) 15.5 (12.4) 12.6 (12.7)

Table 11.5: Summary of systematic errors for measuring Br(B° — D*K%rF) and Br(B° —
D**KOrF). In parenthesis are shown the systematic errors, for the K** resonant mode,
when different. The last column states if the error is considered correlated among submodes.
The errors are in percent.
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12 Results

12.1 Branching fraction calculation

The standard method of calculating the branching fraction is:

Br — Nsignal - Npeaking (121)
N BB € HiBri
where N;gnq is the number of signal events, Npeaking is the estimated number of degenerate
peaking background events, Npgo is the total number of B® mesons, € is the signal efficiency
and Br; are the branching fractions of the subsequent decays. It is assumed that all 7°(4S)
decays to BB pairs of which half are neutral (i.e. Ngo = N5).

However, as the efficiency of a three-body decay varies from event to event (see Section
11.1.6), the branching fraction becomes the sum of each event’s contribution corrected for the
efficiency at the point of the event in the Dalitz plot.

The crucial question is what to use for the event contribution in the numerator of Eq. 12.1.
A natural suggestion seems to be the signal probability of each event, simply defined as
NaePaic/ > j N, P;, and this choice would be a possibility. Nevertheless, this usual probability
suffers from several deficiencies. First of all it fails to include the inevitable correlations among
the yields of the various components in the likelihood fit. This means that the subsequent
signal distributions (e.g. Dalitz plot) derived from these signal probabilities will not be entirely
correct. Secondly and equally important, it is not clear how to calculate the statistical error
on such a sum.

An alternative, which solves both of these problems in the most simple of manners, is ;Plot
weights [PLD04], where one introduced a weight defined on an event-by-event basis as:

> Vi P
Ej Nij 7

where N; and P; are the number of events and the probability (PDF) of the 4§ component,
and Vg, ; is the signal row of the covariance matrix of the component yields obtained from
the likelihood fit. Weighting each event by W,, which in the absence of correlations is the
signal usual probability defined as N, P,/ Ej N;P;, yields the data signal distribution of
any quantity (e.g. Dalitz plot distribution). Note that these weights can take values on both
sides of the usual probability range [0, 1].

Using these weights, the branching fraction becomes the sum of each event’s contribution
corrected by its efficiency:

W, = (12.2)

Wie(mEs i, AE;, F5)
NBEO €; HkBT‘k

Br:Z

3

: (12.3)

where the sum 7 is over all events and ¢; the efficiency at the point of the Dalitz plot where
the event lies. In this manner, the varying efficiency is correctly accounted for. Another way
of interpreting this is to calculate an efficiency corrected event yield as Neo,, = D, Wei/€i,
which can be entered into the numerator of Eq. (12.1). The degenerate peaking background
is subtracted in the same manner, using the fits on the sidebands.

Finally the branching fractions are calculated applying the corrections (see Table 11.4)
and subtracting the peaking background (see Table 10.9), and the results can be found in
Table 12.1. Once again the procedure is applied both for the entire Dalitz plot and then for
the K** resonant region. To ensure that the procedure is the exact same, the same efficiency
correction was applied to the resonant decay, but afterwards cross-checked with dedicated
BY — DWTK** signal MC (see Section 11.1.8).

The weights used for combining the three D° submodes are calculated from the statistical
error with the uncorrelated systematic error added in quadrature, that is weight = (02, +
2 )~!. The D — K7 dominates the average, which is a result of its purity.

syst,uncorr.

g
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Channel Submode (weight) Branching fraction Stat. Error Syst. Error
BY — D*KOn¥ 4.97 0.69 0.55
BY — D*K*¥ 4.78 0.58 0.53
BY —» D*K%°%F D°— Kr (0.62) 2.35 0.85 0.28
B’ — D**K%F D - Krn0 (0.16) 2.83 1.66 0.44
BY —» D*K%%F D°— K3r (0.22) 4.96 1.40 0.63
BY — D**K%F  x? =26, P(x?) = 0.28 3.00 0.66 0.29
BY — D*FK*F DY — Kr (0.48) 3.33 0.85 0.32
BY - D*K*F  D°— Knrr® (0.23) 2.97 1.21 0.37
BY — D**K*¥ DY — K3r (0.29) 3.23 1.09 0.41
BY = D**K*FT  x? =0.1, P(x?) = 0.97 3.22 0.59 0.29

Table 12.1: Calculated branching fractions (10~%) with statistical and systematic uncertain-
ties. P(x?) reflects the compatibility when combining the modes, using the weights indicated
in parenthesis. The B® — D®*K*¥  channels have been corrected for Br(K** — Kz%).

12.2 Resonant fraction calculation

To calculate the fraction of K** resonant contribution, denoted f(B° — D"*K%F) and
the uncertainty on this ratio, the branching fraction for the K** resonant decay, Br,.,, has to
be compared to the branching fraction for the entire Dalitz region, Br,,. From the branching
fraction for the three-body decay excluding the resonant region, i.e. the non-resonant decay®?,
Br,,., the resonant fraction can be determined as:

Brres 2 2 1 - f 2 2 f 2
= DT _ e S — Y
/ Br,., + Br,.,’ 77 7 Brres <B7°res + Br,.. + TBruon Br. + Brao, (12.4)

The non-resonant fraction and its uncertainty is computed as Br,,, = Br,, — Br., and
U%Tnon = U%Tau — U%rres, respectively, and the validity of this computation has been checked
with fits of the non-resonant region. The result for both the B — D*K%2F and the B® —

D**K%F mode can be found in Table 12.2.

Channel Br.., Broon f
BY 5 DTK%F  3.19+0.39 1.78+0.57 0.64 £0.08 £+ 0.02
BY - D*K%F 215+0.39 0.85+0.53 0.72+0.13 £+ 0.02

Table 12.2: Resonant and non-resonant branching fraction and resonant fractions. The cal-
culation of the latter is based on the resonant contribution to the total branching fraction,
thus the resonant branching fraction is not corrected for Br(K** — K%r%) = 2/3.

The systematic uncertainty in these results are due to systematic differences in the effi-
ciency correction and the correction for the K** mass requirement and the (possible) non-
resonant fraction under the K** BW peak. The first is estimated to be smaller than 2.0%
of the fractions, since it is not the systematic error from the efficiency correction but only
systematic differences that are of importance. The second contribution was determined to be
1.0% for the mass cut and 3.6% (5.0%) for the non-resonant contribution correction for the
B’ - D*K%¥ (B® —» D** K7 F) mode.

Overall this means that the systematic error on the fractions is 0.04 and 0.05, respectively.

80The name “non-resonant” is chosen out of ease, as the statistics is not adequate for determining the origin
of signal outside the K ** resonance.
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12.3 Dalitz distributions
It takes about 1000 events to fit a Dalitz plot. [Brian Meadows]

While almost all two-body B decays are measured, little is known about three-body decays.
Efforts have started, but true signal Dalitz plot distributions are still in their infancy. Among
the reasons is the problem of background subtraction, which is delicate both from a physics
and statistical point of view, due to correlations, efficiency corrections and propagation of
errors. A simple, efficient, and transparent method of solving all of the above problems is the
use of 4Plots.

12.3.1 Properties of ;Plots

The ,Plot weights W, (mgrs, AE, F) were introduced in Section 12.1, where they were used
for the branching fraction calculation. Their difference from ordinary probabilistic weights is
that they include correlations between the components, which has the consequence that they
can take values outside the usual probability range [0, 1].

Their advantage is that by weighting each event by this weight, the “true” data signal dis-
tribution is obtained for any quantity, which can be used both for illustration and checks. A
special case of this is for checking variables, which are used in the likelihood fit. For these,
the fit is repeated excluding this variable, and weights are recalculated. The data signal
distribution using these weights can then be compared to the signal PDF of this variable
(from the original fit). This gives an unbiased and visual comparison between the “true” data
signal distribution and its PDF description®' (see Section 13.2). Such plots are extremely
useful for detecting contributions, which are not accounted for by the PDF, but which are
“hidden” in the background distribution. In addition, the value and statistical error of any
subregion (e.g. bin) can be calculated simply from the sum and the square-root of the sum
of the squares, respectively. This makes ;Plots a simple but powerful tool, without which
three-body analyses would be much more complicated.

12.3.2 Resolution in Dalitz plot

The resolution in the Dalitz plot is examined using signal MC. For each event the differ-
ence between the generated and reconstructed value in m% x and m%ﬁ are recorded. These
residuals are shown as a function of m? ;- and m%ﬁr in Fig. 12.1.
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Figure 12.1: Resolution on invariant mass squared in Dalitz plot as a function of m%K
and m%ﬁ. The resolution depends approximately linearly on the invariant mass squared in
question ((a)+(c)) as expected (see text), while it is independent of the other invariant mass

((b)+(d))-

811f the variable in question was included in calculating the weights, it would bias these to resemble its PDF.

30
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As can be seen from the figures, the resolution in m% x and m%ﬁ are to a fair approximation a
linear function of the square of the invariant masses themselves and independent of the other
invariant mass. The reason for this is the approximate rule (due to equal spatial tracking
resolution), o(1/p, ) ~ og, where oy is a constant resolution specific for each tracking system
(see Eq. (8.1)). Given this, one has that:

piL 1 (L) = 1 1
PL) = Gn6; (1p1a)?
2

With the invariant mass expression m?y ~ m? + m3 + 2p1p2(1 — cos f12) and neglecting the
uncertainty on the masses and angles, this yields:

pi = — Op; = — o
siné;’ Pi " ging;

o(1/p1i) = sinbipfog.  (12.5)

o(miy) = 2(1 = cosb12)(p20p, ®prop,) = miy (\/p; +p1s) 00- (12.6)

In general, the position resolution in the Dalitz plot is quite good due to the lack of uncon-
strained neutral particles. In addition, essentially no SCF falls in a different position of the
Dalitz plot than the true decay. Since the resolution is smaller than the resonant structures
looked for, it can essentially be neglegted. However, for narrow resonances the resolution
is essential, and should one wish to fit for interferences in the Dalitz plot involving sharp
resonances, the resolution should be included.

12.3.3 Signal Dalitz distribution

Weighting each event by the weight Wy, (mrs, AE,F) described in Eq. (12.2) and dividing
by the efficiency at each given point, the Dalitz distribution of the signal can be obtained.
In Figure 12.2 is shown the efficiency, background, and correlation corrected B® — DT KOx ™
signal distribution in the Dalitz plot along with projections onto the three invariant masses,
to display the errors (which are hard to show in the Dalitz plot), and reveal potential resonant
substructures, care being taken of reflection effects.
The Dalitz distribution clearly shows that the K** resonance is dominant, as expected, and
the characteristic spin-1 helicity shape (dN/d cos 6 o cos? 6, cf. Section 12.3.4) is clearly seen.
Other contributions are somewhat scattered, the largest part falling in the bottom left corner
(large D invariant mass), but it is not significant. For the sake of clarity, bins in the Dalitz
plot where the sum of the event weights is negative are indicated as if there were no entries.
The lack of statistical errors in the Dalitz plot makes it hard to evaluate the significance of
seeming features.
No significant structure is seen in the mpy distribution, as the two “peaks” at 3.6 and 5.1 GeV
in Fig. 12.2b are simply due to the helicity structure of the dominant K** resonance projected
onto the mpg axis (so-called reflections). The contribution at high D7 invariant mass is
visible in the projection. If significant, it would be the signature of the decay B® — D**°K?,
where the D**0 is a wide heavy resonance decaying to D*7n~. The mg, distribution clearly
shows the K** peak, while other structures are not significant. A fit with a relativistic
Breit-Wigner to the peak yielded m -+ = 900.2 & 6.3 MeV and '~ = 51.5 £ 10.5 MeV, in
accordance with the parameters of the K** resonance values.

For the B® — D**K%¥ mode, the efficiency, background, and correlation corrected
signal Dalitz plot and its projections are shown in Figure 12.3.
Once again the Dalitz distribution clearly shows that the K** resonance is dominant. An
interesting contribution at very high K27 invariant mass can be seen, however not significant.
Contrary to the B — DT K% ¥ Dalitz plot, no sign of contributions at high D invariant
mass is seen, while the lower end of the spectrum is more populated.
No significant structures are seen in the mp g distribution, nor in the m p, distribution, where
the hint of a (more narrow) D** resonance seemed suggested in the Dalitz plot.
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Figure 12.2: B? — D* K% data signal Dalitz distribution and projections onto the three
invariant masses after efficiency, background, and correlation corrections. (a) The Dalitz
distribution shows the dominant K** resonant contribution. The dashed line shows the
approximate Dalitz region limit. The projections of the Dalitz plot are shown in (b) onto
mpk, (¢) onto mpy, and onto mg, axis. The fit in the last plot is a relativistic Breit-Wigner
fit to the K** resonance.
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(a) The Dalitz

distribution exhibits the dominant K** resonant contribution. The dashed line shows the
approximate Dalitz region limit. The projections of the Dalitz plot are shown in (b) onto
mpk, (€) onto mpg, and onto mg, axis. The fit in the last plot is a relativistic Breit-Wigner
fit to the K** resonance.
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12.3.4 Partial wave analysis

In the B® — D*K%F channel, the helicity of the spin-1 K** resonance follows the distri-
bution dN/dcos @ oc cos? @, where 6 is the angle between K** and the K° in the K** CM
frame, since both the B? and the D mesons have spin 0. The B® — D**K*¥ channel is
more complicated, as there are three helicity amplitudes to be separated by angular analysis
(mentioned in Section 5.2), and it will therefore not be regarded here.

If the K** resonance interferes with other contributions, which have other spin components,
then the helicity distribution of the K** is altered from its original distribution. One can
therefore look for such components by considering the helicity distribution of the K**. The
signal helicity distribution of the K** and the higher mass region 1.0 < m(K97) < 2.0 GeV is
shown in Fig. 12.4 along with fits to dN/d cos § « cos? @ and a general polynomial of second
order.
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Figure 12.4: Signal helicity distribution for the K** and the higher mass region 1.0 <
m(K27r) < 2.0GeV. The solid curves are fits to the spin 1 distribution dN/d cos x cos? 0,
while the dashed curves are fits to general polynomial of second degree.

As can be seen from the fits, the K** helicity distribution follows the spin-1 prediction with
no sign of interference. The higher mass region distribution has too little statistics to reveal
anything about the underlying spin structure. A further investigation of the K** helicity
distribution and its possible interference with other components require the division into
slices of mass, for which the statistics are not sufficient.

To check that the helicity distribution isn’t affected by an artifact of low momenta K? mesons
(cosf < 0), the width of m(K?) is measured for each end of the spectrum. No difference is
found.
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13 Validation

Now we can conclude that the number of sign errors is even, that the sum of the
biases is small, and that the bugs do accidentally not influence the results too

much. ) S
[Upon having completed the validation]

In addition to the various test and checks before applying the analysis to the data, a posteriori
validations of the results are performed. The validation is done in two way.

The first is the classic method of using toy MC studies, which through repeating the fit many
times can detect irregularities in the fitting parameters and can provide a basis of comparison
for the value of the data likelihood.

The second method used is not classic (yet), and uses a novel statistical method called ¢Plot,
which was introduced in Section 12.1. Using the covariance matrix from the likelihood fit,
the signal (and background) distributions are extracted from the data itself (in an optimal
manner), such that it can be compared to the PDFs from the fit.

13.1 Toy MC studies

One way to test a likelihood fit is by generating many similar distributions (named toy MC)
and then repeat the fit on these samples to see if the values and errors obtained distribute
themselves correctly, and if the likelihood of the fit to data is probable.
Given the PDFs and yields obtained from the likelihood fit, 250 toy MC experiments were
generated and fitted in the same manner as the actual fit: The number of events of each
component were chosen according to a Poissonian distribution with the mean being the yield
extracted from the fit, and their distribution in the three fitting variables following that of
the PDFs obtained from the fit. For each toy experiment, the result in terms of yields, fitting
parameter values and errors, and the likelihood were recorded.

Since the likelihood value does not in itself carry any information (one can always add
a constant to the likelihood), it is very useful to repeat the fit on toy MC and obtain a
distribution of likelihood values with which the value from the fit to data can be compared.
The distribution of likelihood values obtained from the fitted toy MC is shown in Figure 13.1.
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Figure 13.1: Distribution of likelihood from toy MC simulations. The distribution has been
fitted with a Gaussian. The value obtained in the fit to data was -118439 (vertical line),
which 30% of the toy MC distribution falls below (horizontal line).
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The value of the likelihood from the fit on data falls in the central part of the distribution,
which indicates that the PDFs describe the data well. The chance of obtaining a smaller
likelihood is 30%.

The results for the parameters and yields are shown using pull distribution, that is the
difference between the fitted and the true value divided by the error on the fitted value, (xf;; —
Tirue) /0 (2 pir). Such distributions should be unit Gaussians, that is Gaussian distributions
with a mean of zero and a width of one. If the mean of the pull distribution, u, falls different
than zero, it means that the parameter is biased in the fit, i.e. it consistently takes a value
different from the true value. If the width of the pull distribution, o, is not one, it means
that the error obtained from the fit is overestimated (o < 1) or underestimated (o > 1).
The pull distributions for the five floating background parameters are shown in Fig. 13.2.
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Figure 13.2: Pull distribution for the floating background parameters. The plots are (a)
continuum Argus shape, (b) BB Argus shape, (c) continuum AFE slope, (d) BB AF slope,
and (e) peaking AF coefficient. All means are consistent with zero (no biases) and all widths
are consistent with unity (correct error estimation). The one deviating bin in the peaking
AFE coefficient pull distribution (e) is due to a computational artifact.
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From the toy MC pull distributions of the parameters describing the background, which are
left free in the fit, it is apparent that these are all well determined with correct errors in the
fit. The one deviating bin in the peaking AE coefficient pull distribution (see Fig. 13.2e) is

due to a computational artifact (initial value sometimes not floated!).

The pull distributions of the four yields are shown in Fig. 13.3.
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Figure 13.3: Pull distributions for the four yields. The plots are for (a) signal, (b) continuum,
(c) combinatorial BB, and (d) peaking BB. All means are consistent with zero (no biases)
and all widths are consistent with unity (correct error estimation).

The pull distributions for the event yields of each component again show the behaviour of
unbiased fit parameters with a correct error evaluation. Even the peaking background yield,
which is small and has a large error does not show any sign of misbehaviour. The pull
distribution for the signal yield is most important, as the branching fraction measurement
depend directly on the signal yield.

In order to test possible correlations in the signal, the exercise was repeated, but this time
using signal MC for the signal events, while the backgrounds were still generated from PDFs.
In this way one can test if any correlations not accounted for by the fit (e.g. the correlation
between mpg and AF) biases the result. The result of this study can be found in Fig. 13.4,
and no biases are found in the pull distributions of the four yields.

However, as each event contributes roughly the same to the likelihood, the distribution of
these is dominated by the background, and it will be less sensitive to signal discrepancies.
Once again the pull distributions for the yields are in accordance with unit Gaussian distri-
butions, and no biases or excessive tails are seen.
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13.2 /Plot validation

As mentioned in Section 12.1, the Plot weights W, (mgrs, AE, F) have the property, that
any quantity weighted by them will show the background subtracted, correlation corrected
data signal®? distribution (including corresponding errors). Such a feature can be used for
checking that the PDFs indeed describe the data correctly or that other distributions come
out as expected.

To check the match between a distribution of a variable and the corresponding PDF, one
calculates the Plot weight omitting the variable in question (if the variable is included, it
will bias the data distribution to match the PDF), and plots the distribution with the PDF
overlayed. In this manner all other (background) components have been subtracted correctly,
and the comparison becomes direct and visual. Such plots, called ;Plots, are shown in Fig.
13.5 and 13.6 for B® = DK% and B® — D** K7, respectively.

As can be seen from the figures, the distributions have the expected shapes. Especially
mps and AE exhibit very clearly the shapes foreseen and put into the PDFs, which is en-
couraging, as they are the most discriminating variables.

When fitting the mpgg distributions, the mean, width and yield are in agreement with those
obtained from the fit in the analysis. The same is true when fitting the peaking component
of the background.

Finally, the ;Plot weights are calculated for the masses of the D¥ and K9, which are not
in the fit, and thus all variables in the fit can be included in the calculation. The results are
shown in Figure 13.7. The distributions clearly show Gaussian behavior with resolutions in
agreement with the expected values, as the overlayed fits verify. This in turn serves as a test
of the Plot weights. The fit does not have any information about the signal distribution of
the D* and K masses, but from the separation obtained from the fit, these can be extracted
from the data.

A common problem in displaying data form a likelihood fit in several dimensions, is that a
simple projection onto each variable (see Figs. 10.4 and 10.5) does not show the discriminating
properties of all the other variables. If a cut is applied to these, then the power of the likelihood
fit is somewhat sacrificed visually, and some signal events will not be included in the plot.
With ;Plots, these difficulties are avoided, as one simply shows the distribution of the ¢Plot
weights with the corresponding PDF overlayed. However, though the purity can in principle
be extracted from comparing the signal size with the errors, it does not allow for a visual
demonstration. Therefore, plots with both the Plot and the projection with a likelihood
cut are shown in Fig. 13.8 for mpg.

Such plots visually give the signal distribution and the quality of its description by the PDF
along with the level of background and thus the purity. In the limit of very high purity, the
two approaches coincide, as can be seen for the pure resonant samples.

13.3 Section summary and conclusion

Systematic errors arise from a variety of corrections and variations of parameters known with
a limited accuracies. The dominant sources of error are the D*/° branching fractions, tracking
efficiency, and the PDF shapes, while other corrections have minor effects. Given the yields
with the statistical errors along with the systematic uncertainties, the branching fractions of
the three-body decays B® — D*K%T and B® — D**K%¥ and their K** resonant parts
were calculated. In order to correct for the varying efficiency in the Dalitz plot, so-called
s Plot weights were employed, but the scope of these weights go far beyond such a calculation.
The weights are very useful for extracting the Dalitz distribution of the signal, which were
also shown. For the validation both the usual method using toy MC and the new method
using ¢Plots were used. Both methods showed no sign of biases or incorrect error estimation.

82Though most often applied to signal, it can equally well be done for any other component in the fit.
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Figure 13.5: The signal (left) and background (right) (Plot B — D*K%zT distributions for
the variables mgg (top), AE (middle) and F (bottom). Superimposed is the PDF obtained
from the fit.
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dle), and F (right). Superimposed is the PDF obtained from the fit.
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14 Time-dependent analysis

The biggest difference between time and space is that you can’t reuse time.
[Merrick Furst]

14.1 Time-dependent analyses ingredients

The time distributions of B® and B decays to a common final state may reveal C' P violation
through the interplay between mixing and decay (see Section 4.5.3). However, since the
final state of interest can be reached by both b quark flavors (otherwise there would be no
interference), one is required to determined that of the decaying B® or B® by other means.
To obtain this crucial information, the flavor of the other BY meson in the 7'(4S) decay has
to be determined along with the time difference between the two decays, since the correlation
between the two flavors is time-dependent (see Section 4.4.2). As only a small fraction of the
B decays are fully reconstructed, one has to determine these two quantities from incomplete
information®, which of course induces errors.

The situation is schematically illustrated in Fig. 14.1. From an asymmetric ee ™ collision
at the 7°(45) resonance, one creates a boosted B°B° pair. One of the two B mesons decays
into the final state of interest (here D~ K7T), and from the remaining tracks and clusters,
both the flavor and the decay vertex of the other B? meson has to be determined. The
drawing is simplified, as generic B decays on average have 5.5 charged and an equivalent

number of neutral particles in the final state [Har98].
Az
etem - T(4S) » BB® .3 % BY. - DK%~

Figure 14.1: Example of BB® decay with D~ K97 final state. To fit the C'P asymmetry in
the lifetime distributions, both the flavor and the decay vertex of the other (tagging side) B°
meson has to be determined. Note that the drawing is schematic and not to scale.

14.2 Determination of B’ flavor — tagging

Given a B'BY event, where one B meson is fully reconstructed (denoted B,..), the ability to
determine the flavor and decay vertex of the other neutral B meson (commonly referred to as
the tagging side B meson and denoted B,,,) plays a central role in time-dependent analyses.
If the tagging side B meson could be fully reconstructed, the task would be almost trivial.
But the efficiency of full reconstruction is quite low (~ 10~?), which means that one is forced
to take an inclusive approach. Thus, the decay vertex and flavor of the tagging side B meson
has to be determined from considering the remaining tracks, whichever part of the tagging
side B decay they may constitute.

83Mostly due to limited acceptance, but also because of particle misidentification and machine backgrounds.
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Though the variety of B decays is very rich, and not all decay modes carry flavor information,
some characteristic properties offer general flavor features, which can be recognized by algo-
rithms. Due to the incompleteness of the information available, the outcome is not always
correct, and in general two quantities characterize such an algorithm:

e The efficiency of yielding a B (B°) flavor tag, € (€).
e The probability of a B? (BY) tag indicating the wrong flavor, w (@).

Due to differences in the interaction cross section of particles and anti-particles with the
detector, the tagging efficiency and the wrong tag (mistag) fraction need not be exactly the
same for B® and BY. This is parametrized as (w) = i(w + @) and A{w) = w —@. A common
notation is D = (1 — 2(w)) and thus AD = —2(w — ).

The key figure of merit for the tagging performance is Q = ¢(1 — 2(w))?, which is called
the effective tagging power®. This expression can be derived by taking the derivative of
the likelihood of time-dependent fit, and represents the quantity with which the statistical
uncertainty in time-dependent asymmetry measurements scales: o oc 1/4/Q. @ essentially
measures what fraction of the events before tagging can actually be used as being perfectly
tagged®, hence the common name “effective tagging efficiency”.

In order to measure C'P asymmetries, a high but also well determined and well understood
tagging power is required, as its uncertainty propagates directly to the asymmetry error.

14.2.1 Sources of B flavor information

The flavor information of B mesons is contained in the correlations between charge, particle
identity and kinematic properties of the decay products. The main sources of information are
the charge of primary leptons (from b quark decays) and/or kaons, but other indicators are
the charge of slow pions (from D** decays) and secondary leptons (from ¢ quark decays).

s ‘-
) vy Dy
w w-
b § } K+
u
B0 D*—
U
} W;fr
d d

Figure 14.2: Diagram of decay B° decay showing general sources of flavor information. The
decay B® — D*~¢*v with the subsequent decays D*~ — D%r_, and D — KT/~ v is an
example of a useful tagging decay, as B flavor information can be obtained from the charge
of the direct lepton, the cascade lepton, the kaon, and the soft pion (see text). Though an
example, the features here shown (in red) are common for many B decays.

Each of these sources can be used as an algorithm by itself or the information can be combined
into a more powerful tagging algorithm. However, as there is a certain correlation between
the various sources of information, the combination is desirable.

84 As it is a central quantity, it has many names, e.g. quality factor, absolute separation, and tagging efficiency.
8That is N events before tagging will correspond to QN perfectly tagged events.
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14.2.2 Leptons

The semi-leptonic BY decays, B® — X{*v,, (¢ = e, u), constitute 21.0 +1.6% [PDG02] of the
total BY width, and represents the main source of lepton tagging power. The b quark decays
via a W boson to a positive lepton ¢ signifying a B decay see Fig. 14.2.

Other sources of leptons, which may increase the mistag fraction, (w), are secondary leptons
from D meson decays, and (more rarely) leptons from vector meson decays (e.g. J/¢ —
ptp~), and kaon/pion decays. However, these have much softer momentum spectra (essen-
tially stopping at p™ = 1.4 GeV), which algorithms can use not only to purify the primary
lepton sample, but also to gain additional tagging power from secondary leptons. The momen-
tum of the lepton in the CM frame is combined with the energy measured in its hemisphere
and the angle between the lepton and the missing momentum to form a lepton tag.
Hadrons mis-identified as leptons (so-called fake leptons) can potentially increase (w) for lep-
tons, but with tight selections the problem becomes close to negligible, especially for electrons.

14.2.3 Kaons

The majority of b quark decays follow the (cascade) decay chain b — ¢ — s (see Fig. 14.2),
which leads to a correlation between the kaon charge and the B flavor (i.e. a K signifies a
BY). Neutral kaons do not carry any specific B flavor information. As opposed to these right
sign kaons, charged kaons of both right and wrong sign are produced in other processes as
well. The multiplicities are n(B° — K+ X) = 0.570 4 0.025 & 0.024 and n(B° - K~ X) =
0.187 £ 0.017 £ 0.010 [Tri01], which means that in most cases the charge of a kaon will give
a correct tag. Contrary to the lepton case, the momentum distributions of right and wrong
kaons are almost identical and carry no useful information.

In the presence of several charged kaons, the information of these is combined. The kaon
mis-identification rate also has an impact on the tagging performance, and therefore PID
based on likelihood ratios (i.e. continuous) is used.

14.2.4 Soft pions

Slow pions from B? — D**(— D% )X decays are another source of tagging information,
this time with a positive charge signifying a B® meson (see Fig. 14.2). As the slow pion and
the D? are produced nearly at rest in the D*t CM, the slow pion direction in the B frame
should be along the line of direction of the DY daughters and the rest of the B decay products.
This direction is to a good approximation that of the thrust axis of the B meson, and thus the
angle between the slow pion momentum and the thrust axis can be used for discrimination.
This information is combined with the CM momentum and the PID of the soft track, to

decrease the substantial background and infer the most tagging information possible.

14.2.5 Other sources

In addition to the above defined tags, the charge of the highest momentum track can be used
to recognize pions from two-body decays, e.g. B® — D*)= 7+ and recover high momentum
leptons missed by the more exclusive lepton tag. The tracks used for this very inclusive tag
are required to have a transverse impact parameter of less than 1mm, as the tracks should
be prompt.

14.2.6 Combining information

The information from these sub-algorithms (which in the implementation are neural nets) are
combined via a second global neural net algorithm (the so-called Moriond tagger) to form
a tag [Ber02]. If the kaon tag does not agree with the lepton tag (i.e. they have opposite
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charges), the event is retained for further analysis. The kaon and slow pion tag have a strong
angular correlation. If they agree (have opposite charges), the angle between the two are used
to refine the selection.

The output of each (possibly combined) sub-algorithm is evaluated in terms of their wrong tag
fraction, (w), and those with similar values are grouped into one of four hierarchical mutually
exclusive categories with the names Lepton (L), Kaon I (K;), Kaon II (Kg), and Inclusive (I).

14.2.7 Why tagging categories?

The wrong tag fractions, (w);, are expected to vary noticeably between the four tagging
categories. This is the reason for introducing the categories in the first place, as an averaging
over all tags lowers the effective tagging efficiency, Q@ = > j ()j, which can be seen as follows.
Consider two types of analysis: One which uses only one tagging category, and one which
uses two. Let N be the total number of CP events; N; in the first tagging category and Ny
in the second. The sum of the efficiencies of the two tagging categories €, and e will then
be the overall efficiency €. Let (w); be the wrong tag probability of each individual event, i,
and define:

N
. 1
One tagging category: D = N Z(l - 2(w);), (14.1)
7
1 1
Two tagging categories: D = N lEZN (1 -2(w);), Dy= N lEZN (1 —2(w);).(14.2)
1 2

Obviously, ND = N1 D + NoD. The effective tagging efficiency @) for each analysis is then:

NiDy + NoDy\ 2 1
Qone = 5D2:5(%> ZE(E%D%+€§D§+2€IE2D1D2% (143)

Qiwo = 1D} + e, (14.4)

The claim is that Q0 is greater than Q,,e, which can be proven as follows:
1
Qtwo — Qone = GID% + GQD% - Z(€%D% + G%D% + 2e1€9D1 D5)

= %[61(6 — el)D% + €€ — Q)D% — 2€e1€9D1 Do)

- %(D% +D2-2D\Dy) = %(D1 —Dy)? > 0. O (14.5)
By induction this argument can be extended to include an arbitrary number of tagging cate-
gories, and thus, if subdivision into classes with significantly different wrong tag fractions is
possible, it should be done. However, there are limits to this procedure. Given finite statis-
tics, the statistical uncertainty will at a certain point make the various dilutions overlap, and
one can no longer gain information by subdividing.
In addition and very importantly, the grouping into categories should also reflect the underly-
ing physics process, as subtle effects either from the process itself or the detector response to
it needs to be well understood. An example of the former is the effect of possible (small) C' P
asymumetries on the tagging side, which are present in the hadron based tagging categories
only®®. An example of the latter is the strong (linear) correlation between the error in At
and the wrong tag fraction in the kaon tagging categories, which is a geometrical effect of the
vertexing resolution.
Note that the gain (Quo — Qone) is proportional to the square of the difference between the
wrong tag fractions, thus small differences between dilution factors are not important.

%In the B - DT mode (see Section 5.1) the tagging side asymmetries needs to be accounted for.
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14.2.8 Performance of B flavor tagging algorithm

The performance of the Moriond tagging algorithm was evaluated on data and MC. For
reasons explained earlier (see Section 9.1.1), but in particular due to the B® — D*~ X rate,
which is 30% higher in the BABAR MC than the PDG value, the tagging performance on
MC is better than that of data, and care has to be taken, when comparing the two. The
performance on data was evaluated using a sample of fully reconstructed B° decays into
states of definite flavor, applying the tagging algorithm to the ROE. From an unbinned time-
dependent maximum likelihood fit to the mixing rate (Eq. (4.25)) including resolution (see
Section 14.3.3), the mistag rate (w) and its difference A{w) were extracted. The determination
of the mistag fraction or rather D = 1 —2(w) corresponds exactly to measuring the amplitude
in the time-dependent mixing rate, (NVyumixed — Numixed)/ (NVunmixea + Nimixea), modulo resolution.

Sample Category e (%) (W) (%)  A{w) (%) Q (%)

MC Lepton 10.0x+0.1 28+0.1 —-0.7£03 9.0£0.1
Kaon I 176+0.1 92+02 -09£04 11.7+0.1
Kaon II 199+01 21.2+03 -3.0%£05 6.6=x0.1
Inclusive 201+0.1 309+03 -23+06 29%0.1
Total 67.7£0.2 30.2+£0.2
Data Lepton 93+02 33+08 -1.0x13 81403
Kaon I 16.4+£03 11.2+09 —-08£14 99+£0.5
Kaon II 198+03 221+1.0 -29£15 62+£04
Inclusive 202x+03 313+£10 —-46+16 28403
Total 65.7 £ 0.6 27.0£0.8

Table 14.1: Performance of the tagging algorithm on MC and data [Ber02]. The latter is
obtained from fitting the time-dependent mixing rate of a sample of fully reconstructed B
into a flavor specific state. Apart from the general slight overestimation, the MC resembles
the data well. It is assumed that ¢ = epsilon.

The numbers listed in Table 14.1 are worthy of a few remarks. While about 2/3 of
reconstructed B° candidates are assigned a flavor tag, the overall effective tagging power,
Q, is 27%. The Lepton tagging category has the smallest wrong tag fraction, as expected,
but even so, the Kaon I category has the greatest tagging power, due to its higher efficiency.
The tagging categories Kaon II and Inclusive show a significant difference between the mistag
fractions for B® and B°, due to No significant differences are seen between Run I and Run
II, except perhaps a slight decrease in the lepton efficiency for Run II due to the degrading
IFR and therefore muon identification capabilities.

14.2.9 Possible further improvements

The tagging algorithm clearly uses the main features of flavor specific information. Further
improvements thought of but not included (yet), are the following:

K? candidates, as they signify undetected strangeness.

Leptons from cascade decays, by fully using the momentum spectrum.

Electron veto for slow pions, to remove machine backgrounds.

Optimization (and updating) of PID for tagging purposes.
e Semi-inclusive reconstruction to recognize D mesons and other features.

However, even when including these or possibly other features which carry information, the
impact on the overall tagging power is limited, as the tagging performance is asymptotically
approaching the limit of what information can be extracted.
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14.3 Determination of decay time difference

The decay time between the two B decays is infered from the distance between the vertices
(see Section 7.1.1), thus the vertex resolution therefore propagates into the time resolution.
While the vertex of the fully reconstructed B meson B, is usually well determined, the
vertex of the tagging side B meson B,,, is more problematic and therefore dominates the
time resolution. As the resolution in time is comparable to the lifetime of the B, time-
dependent fits require its proper description in data. This is obtained from fitting the well
known lifetime distribution on a sample of fully reconstructed B® decays.

14.3.1 Vertex of reconstructed B meson

The decay vertex of B, is determined by fitting all (charged) decay products in the final
state. Intermediate states with non-negligible lifetimes, such as K2 and D mesons, replace
their daughters in the fit (after improving their resolution with a kinematic fit). The typical z
vertex resolution is ~ 65 pm, slightly better for C'P final states (~ 45 pm), and slightly worse
for the final states in question (~ 75pum), as these contain both a D and a K? meson (see
Fig. 14.3a). However, this is not of great importance, as the time resolution is dominated by
the tagging side vertex®”.

E - -. e Reco-side
a o ®

g @ |
—6000[— L o Tag-side
(/) | -

§ [ ° °
w § e m*®

4000 oo

¢

0
measured-true z position ( um)

Figure 14.3: (a) Residuals for z,,.. and z,, in MC, showing the more precise determination of
Zre than z,,, and the bias on z,,,. (b) The bias origins from including particles from secondary
vertices, mainly from D mesons. If excluded (shown with dash-dot linestyle), an unbiased
value of z,,, can be obtained (see text).

14.3.2 Vertex of tagged B meson

The decay vertex of B,,, is determined from the charged tracks not used in the reconstruction
of B,... Once again longlived intermediate states, such as K? and A", replace their daugh-
ters to avoid biases from secondary vertices, and tracks consistent with photon conversion
(v = eTe ) are excluded from the fit.

From the reconstructed B meson, the momentum of B,,, can be derived, and together with
the beam spot position, which has dimensions [MCO1] (0, X oy X 0,) = 150pm x 5um x lcm,
a kinematic and geometrically constrained fit can be performed. Due to remaining secondary
vertices (mostly from D mesons) and the forward boost, the tagging vertex is biased (in the
negative direction due to the definition Az = z,.,. — 2:,,. To minimize these biases, any track

87For this reason, the resolution function will approximately be the same for all fully reconstructed B decays.
Exceptions are K27°, which using the beam spot attain comparable precision, and 7°7°, which has no vertex.
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contributing to the vertex x? by more than 6 are excluded from the fit, and the fit is repeated,
which is illustrated in Fig. 14.3b. Fig. 14.3a shows the residuals (dz = 2™ — 2'™¢) for 2,
and 2. In the latter distribution, the remaining bias from secondary vertices can be seen.
The value of Az is determined directly from the B,,, vertex fit in order to incorporate corre-
lations. The resulting resolution on Az is 190 pm, dominated by the uncertainty in B,,,.

14.3.3 Time resolution function

From the longitudinal distance between the reconstructed and the tagging vertex, Az, the
time difference, At, can be infered (see Section 7.1.1). Due to finite resolution, the measured
and the true values of At differ. This detector response, called the resolution function,
is parametrized by three Gaussian distributions (core, tail, and outlier components) as a
function of the residual, §; = At e — Atirue as

core,tail

R(Ga) = > fjG(0 —bjoarSjoar) + four G(0, 8DS), (14.6)

where G(z,0;) is a Gaussian and R is normalized by feore + fiain + foun = 1. This parametriza-
tion is flexible enough to encompass the features of the resolution using the current statistics.
The third Gaussian describing the so-called outliers is included to account for the 0.3% mis-
reconstructed vertices. Therefore its width is fixed to 8ps with no scale factor or bias.

The vertex fit provides the At uncertainty, oa; on an event-by-event basis, which for simu-
lated events is plotted as a function of the RMS of the residual in Fig. 14.4a. Scale factors,
defined as the coefficient relating the per-event error to the uncertainty, o; = Sjoa¢, are
used to account for underestimates (S; > 1) or overestimates (S; < 1) of oas. Due to large
correlations (with fi.i), Si, 18 fixed (to 3) in the fit.
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Figure 14.4: Correlation between oa; and (a) RMS and (b) mean of the residual for simulated
events. (c) Illustration of the reason why events with a better defined z position (bottom
diagram) also tend to be associated with a smaller bias, in accordance with (b). The black
arrows above the decays describe the bias and width in z, respectively (see text).
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The non-zero offsets due to the secondary vertices, are linearly correlated with oa¢, as can
be seen for simulated events in Fig. 14.4b. The origin of this correlation is their common
dependence on longlived intermediate particles (mostly D mesons) in the vertex fit. When
emitted transversely (thus with a large sum of the transverse momentum squared, ), p%i), a
precise and unbiased z-position of the vertex is determined. However, the more longitudinally
they are emitted the more they bias and increase the uncertainty of z,,, illustrated in Fig.
14.4c. The offsets, denoted 6?, are therefore parametrized as 6? = bjoa¢, and as the biases
for the core Gaussian varies with tagging category, k, these have separate biases, b ... The
reason for this variation is the source of tagging information. While leptons are from the
primary vertex, kaons are mostly from secondary vertices, which creates a difference, as can
be seen from Table 14.2. Note that the kaon and inclusive categories have very similar biases.
The mistag fraction also has a correlation with the sum of the transverse momentum squared,
> ;i as lower momentum spectra (e.g. from B® — DDK events) have higher mistag rates
[CCO02]. The correlation is largest for tagging categories involving kaons. Studies have shown,
that the impact of this correlation on C'P asymmetries is of the order 0.5% [Rah02], and for
this reason it has so far been included in the systematics.

With the exception of the tail scale factor, S,,;, all core and tail parameters are determined
by fitting the decay time distribution (a double-sided exponential function) of a large sample
of fully reconstructed B mesons with an unbinned maximum likelihood fit. The determined
resolution parameters are listed in Table 14.2. As a consistency check, the fitted lifetime is
compared to the world average [PDG02].

Parameter Value Status Parameter Value Status
Signal (a) Background (b)

Jeore (%) 0.893 £0.014  From fit P48(%) Given by f >k

Seore 1.096 £0.046  From fit Sbke 1.33+£0.14  From fit

beore,.(PS) 0.040 £ 0.043  From fit bk (ps) —0.2£0.06 From fit

beore, i1 (PS)  —0.238 £0.069  From fit

beore, K> (PS)  —0.230 +0.083  From fit

Deore,1(PS) —0.229 £0.063 From fit

ftail(%) Given by feoe and fouq

Siait (PS) 3.0 Fixed

bair (PS) —1.039 £0.016 From fit

Jouu (%) 0.003 £ 0.001  From fit >(%) 0.007 £0.003 From fit

Oout1 (PS) 8.0 Fixed o€ (ps) 8.0 Fixed

bous (PS) 0 Fixed bPkE (ps) 0 Fixed

Table 14.2: The parameters of the resolution function for signal and background.

The resolution function used for all background components is described simply by two Gaus-
sian distribution, where the dominant Gaussian describes the core distribution and the other
describes outliers and have a fixed width and mean of 8 and 0 ps, respectively. For the core
distribution, a common scale factor and bias offset is used for all tagging categories, as the
data show no appreciable difference between these.

RYE(0,0) = f2X G(0; — begwe 0Ly Seore TAL) + [ G(31, 8ps), (14.7)
The background parameters for the resolution function, (;, are obtained from the sidebands
of a large data sample of fully reconstructed events, and it is assumed that the background
resolution function (not the background time distribution) is the same for this sample and
the one in question.
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14.4 Time-dependent fit

Having determined the tagging performance and the resolution function, these experimental
features have to be included in the time distributions of interest. The time-dependent fit here
presented follows that of the sin(23) analysis [BABARO2b], since this is well founded and has
been subject to numerous tests and checks.

In principle all the samples discussed above can be fitted. However, time-dependent
analysis of high background samples require quite detailed studies of these background’s
properties in time. Furthermore, when not performing a Dalitz analysis, only smaller areas
of the Dalitz region should be fitted in order to be able to extract any information from the
fit results. For these reasons only the B — DT K*¥ sample has been fitted.

14.4.1 Signal time distribution
Including the tagging performance, the time distributions Eqgs. (4.38-4.41) become:

') = (L-w)f(t)+wf(t) (14.8)
Ft) = wft)+ ({1 -w)f(t), (14.9)

where f(t) (f(t)) is the time distribution for events with a true B® (B°) on the tagging side,
and the f'(¢) (fl(t)) are for events with a tagged BY (B°).
Applying these modifications to Eqgs. (4.38 - 4.41), rearranging the terms, and using the
notation with C' and Sy introduced in Section 4.6, yields:

F e K0+ Bragepo () = Ne™ W14 {ADy — Dy(C cos(Amt) — S_sin(Amt))] (14.10)
F Breom - KO+ Brag=o (D) = Ne "1 — s ADy + Dy(C cos(Amt) — S_sin(Amt))] (14.11)
F et 50n- Bragepo () = Ne "W [1 4 {ADy 4+ Dy(C cos(Amt) + Sy sin(Amt))] (14.12)
F Breom D+ K- Brag=o (1) = e "1 — 1ADy, — Dy(C cos(Amt) + S, sin(Amt))] (14.13)

The inclusion of the finite vertex resolution is obtained by convoluting the time distributions
with the resolution function, R.

The signal PDF is in short written as Fq,, ek, Where Qp refers to the charge of the
reconstructed D) meson, g refers to the tag being either B® or BY, and k is the tagging
category. One defines ¢ = 1 for events with B,.. = D+K27r_ and B, = BY or B,.. =
D~KJr~ and B, = B and ¢ = —1 for the other two combinations. Using this notation,
the above formulae Eqgs. (14.10- 14.13) can be contracted into:

Fiogh(t) = Ne M1+ 1ADy + €Dg(C cos(Amt) — Sy sin(Amt))],  (14.14)
Fogh(t) = Ne MW [1+ 1 ADy + €Dy(C cos(Amt) + S_sin(Amt))],  (14.15)

where the + refers to the tag (4 for B). The variables S, and S_ are substituted in the fit
by:

S=1(S++5)), AS=i(S+-5) (14.16)

With the definition of Eq. (4.44), this means that the parameter AS contains all C'P violating
effects, while S is a measure of strong phases.
The distributions Fq,, ..k are normalized according to:

[ e 80) + F (B0 = 1, (14.17)

0 tag
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14.4.2 Background time distribution

The background time distribution needs a description for each component, since their origin
and therefore properties in time are different. However, as the background consists of many
different sources, it has to be described by a general time distributions. In general there
are two issues to address, namely whether the component has a lifetime and whether it is
mixing. Since the background is not overwhelming, the sensitivity to some of the terms
may not be great, but they should be included anyway, to make sure that there are enough
degrees of freedom to incorporate the features of the background time distribution. From the
distribution of the Fisher shape variable, the background components are divided according
to whether it is a continuum c¢ event or a BB event.

The continuum background (abbreviated cont) is in principle prompt, in the sense that
the hadronization happens immediately, and thus all tracks should originate from the same
vertex, resulting in a delta function distribution in time, ng tlag e = $0(Atue) @ RP5(6y, l;)
However, the longlived D mesons may mimick a lifetime component, and therefore the con-
tinuum background description should contain both a prompt and a non-zero lifetime com-
ponent, where the lifetime of the latter is an effective one, simply parametrizing the typical
bias, Bio? | = 18T exp(—Tef |Aty,,.[) ® RP(5, b).

The prompt fraction of continuum background is obtained from the off-resonance data, and
the effective lifetime is set to 1ps. It is fixed in the fit as it is very correlated with the prompt
fraction.

The BB combinatorial background (abbreviated comb) comes both from neutral as well
at charged pairs of B mesons. Both of these have a non-zero lifetime, but only the neutral
component mixes. Nevertheless, the lifetime is not necessarily present in the time distribution
of the BB background, as daughters from both B mesons may be used in the (background
candidate) reconstruction, which means that the lifetime should be compatible with zero.
For BT B~ events, this interchange is unavoidable, as the charge would otherwise not match,

leaving the prompt non-mixing distribution Bg;‘bt:g = 30(Aly.) @ R (6, 13) For B'BY
events the degree of interchange may vary, leaving either a prompt non-mixing compo-

nent (described by B®™>!) or a non-prompt mixing component, described by Bg’;btfg P =

1T exp(—Tg|Atye|) (1 £ ADy 4 €Dy cos(AmAt,,..)) ® RP(8;, b), with the lifetime and mix-
ing frequency of the B meson, where the + refers to the B tag.

The non-degenerate peaking background derives from misreconstructed BB events, which

are similar to the signal events, thus with a lifetime. The component is described by Bg;k’;g =

1T exp(—T'p| At yue|) @ RE(6;, D).

To incorporate possible C'P violation in the peaking component, an additional component
is included. It is described by a distribution similar to signal, including an effective C'P
asymmetry in terms of C** and S°%, that is Bpeaki k= i'n exp(—I'p|Atye|) (1 £ ADyg +
EDg[C" cos(AmAty,,.) + S sin(AmAt,,...)]) ® R(5t, a), where the + again refers to the B
tag. This component is most likely not sensitive to any C'P asymmetries, but incorporates
possible systematic effects. Note that this component is convoluted with the signal resolution
function, due to its close resemblance.

All of these three backgrounds are normalized as:

/ D (B k(Atin) + BEL ((Atine))dAE = 1, (14.18)

tag,

where b = 1,2 is the index of the background. These background descriptions are summarized
in Table 14.3.
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Component Features PDF

Continuum P, NM Bg;‘;:tlag,k = 16(Atyrge)

L,NM B2 =4 exp(—T2f, [ At,,.])
BB P, NM Byt = 30(Atie)

L, M Bo™? = T exp(—T'p|Atyel)(1 £ ADy, + EDy cos(AmAt,,))
Peaking P, NM Bg;;‘jig, . = T exp(~Tp|At )

L, M, CPV Bz;zk,ig,k =1I's exp(_rB|Attrue|)(1 + ADy + Dy,
[C°F cos(AmAty,,.) + ST sin(AmAt,...)])

Table 14.3: The PDFs describing the various At components of the background. The PDF's
are normalized and convoluted with the background resolution function (except Bz;;kig i)
before entering the likelihood fit. The feature abbreviations are Prompt (P), Lifetime (L),

Mixing (M), Non-Mixing (NM), and C'P violating (CPV).

14.4.3 Likelihood function

Given the signal and background parametrizations above, a likelihood function can now be
build as a sum over events i:

Inf = ZlnEQD,i:tagi,ki(Ati) (14.19)

where k denotes a tagging category, and Lo, .k is the sum:

Lopuask = [rFQpussk T I BE o vagk + T B pask T Fo Bl e - (14.20)

The component fractions satisfy the relation f;ig + fomt 4 fomh + f,?eak =1.

14.4.4 Likelihood fit

For the time-dependent fit the events are required to have:
o A tag e |At| < 20ps e oar < 2.5ps

The tag is necessary in order to extract C'P information. This can be seen from Egs. (14.10-
14.13), where the C' and S+ terms vanish, when Dy = 0 (corresponding to (w) = 0.5, that is
equal probability of being a BY or a BY). The requirement on |At| is very loose considering
the lifetime of the BY. Along with the oa; requirement it rejects misreconstructed events.
This ensures that no events lie beyond what is accounted for by the outlier component of the
resolution function. Events with oay > 2.5 ps provide essentially no sensitivity anyway.

The time-dependent fit is applied to the B — D*K*T resonant region, as this has a high
purity. A fit of the region of higher invariant mass in K27, 1.0 < m(K%7) < 2.0GeV, was
also attempted, but the fit had essentially no sensitivity to C, S, and AS.

The dominant background in this region is not surprisingly from continuum, as this back-
ground more easily resembles (quasi) two-body decay modes. The BB backgrounds are not
very large (see Table 10.8), and their influence on the fit results is therefore limited.

The result of the fit can be seen for each tagging category in Fig. 14.5, and the parameters
and their correlations with C', S, and AS can be found in Table 14.4.
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Figure 14.5: Data distribution and fit PDF of the four tagging categories (a) Lepton, (b) Kaon
I, (¢) Kaon II, and (d) Inclusive in the variables mpg, AE, F, and At (see text).

14.4.5 Systematic errors

The study of systematic errors is still preliminary and has not been fully performed yet,
thus the following is only an outline of initial studies. However, the systematic errors of the
time-dependent fit are not expected to be of the same magnitude as the statistical uncertain-
ties. The reason for this is that most systematic errors (e.g. tracking, branching fractions,
efficiency corrections) tend to cancel out, since their impact on reconstruction efficiency can

be factorized out of the likelihood function. For the same reason, conservative estimates are
used.
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Parameter Value pc Ps PAS
fag1 0.50 £ 0.10 -0.01 0.02 0.02
Fig2 0.18 £ 0.03 -0.05 -0.06 0.00
fie3 0.13 £ 0.03 -0.05 0.01 -0.02
figa 0.09 £ 0.02 -0.01 0.01 -0.01
feont,1 0.34 £ 0.10 -0.01 -0.01 0.00
Jeons,2 0.76 £ 0.05 0.01 0.02 -0.01
feont,3 0.81 £0.05 0.00 0.01 0.01
Jeont,a 0.86 £ 0.05 0.00 0.00 -0.01
feomb,1 0.10 £ 0.08 0.04 -0.01 -0.02
feomb,2 0.03 £ 0.04 -0.01 0.00 0.01
feomb,3 0.07 £ 0.05 -0.01 0.00 0.00
feomb,4 0.08 £ 0.05 0.01 -0.01 0.01

brompt 0.61 = 0.05 Fixed (from off-resonance data)
Teont 1.0 Fixed

prompt 0.01 £ 0.08 0.00 0.00 0.00

prompt 0.90 £ 0.18 0.00 0.00 0.00
Cet 4.76 £ 6.73 -0.00 0.00 0.00
Seft 2.93 + 2.26 -0.00 0.00 0.00
C 0.93+0.18  1.00 0.03 -0.07
S 0.18+£0.28  0.04 1.00 -0.31
AS 0.08+0.28  -0.07 -0.31 1.00

Table 14.4: Component fractions, background parameters, and signal coefficients. In addition
to the value of the parameters, the correlations with the three signal coefficients C', S, and
AS are shown.

The systematic errors from the uncertainty in the mixing frequency and lifetime of the B°
are obtained by varying these within the uncertainties on their values [PDGO02]. The impact
on the three parameters C, S, and AS is noted, and this change is taken as a systematic
error. Likewise, the systematic uncertainty from the tagging performance is obtained by
varying the tagging parameters of Table 14.1 within their errors. The changes noted are
added in quadrature for each parameter, as their correlations were not available.

The systematic error from the resolution function is twofold. One regards the shape used
to describe its PDF, and the other the actual values (and uncertainties) in the parameters
entering the PDF. The uncertainty from varying the parameters is divided into that of the
signal resolution function and that of the background, and the errors are added in quadrature.
The outlier width was varied £2ps, the scale factor of the tail by +0.5, and the effective lifetime
of the continuum by £0.2ps. To quantify the error associated with the model for the signal
resolution function, an alternative model is used. The model, similar to the one used in the
fit, incorporates the biases from D decays not explicitly but by introducing a convolution of
a Gaussian with a one-sided exponential, hence the name GExp:

REPP(5,a) = fuore G(01, Sjonr) @ (FE8(5) + (1 — fE)L1e /™) + fo.u G(01, 8ps), (14.21)

T

where the exponential is one-sided, i.e. the function takes the value zero for J; < 0. The
effective lifetime 7 is common for all tagging categories, but the fraction of pure Gaussian fiG
is a function of tagging category, to account for varying D meson biases (cf. Table 14.2).

The possibility of DCSD of B,,, leads to interference terms, which may influence the time
distribution [LBCKO03]. Essentially, DCSD introduce a sine and a cosine term. The sine term
simply reduces the amplitude by (1 —r2), where r is the ratio of the DCS amplitude and the



174 14 TIME-DEPENDENT ANALYSIS

Cabibbo allowed amplitude (~ A\?), and this effect is already included in the mistag fractions.
The impact on the cosine term depends on the strong and weak phases of the backgrounds.
These are unknown and vary from mode to mode, and the size of the effect depends on the
coherency of their adding, which makes it impossible to directly calculate. The systematic
uncertainty from this effect is conservatively taken to be 0.02.

Additional errors are the effect of the beamspot position used when determining the vertex

positions, the tracking alignment also affecting the vertex precision, and efficiency differences
in reconstructing D~ K27 compared to DTK27~, which can bias all of the three terms.
The first effect has been studied elsewhere [BABARO2b] by varying the beam spot position
within its known position (determined from e*e~ and pu*p~ events and the luminosity). The
uncertainty from the tracking alignment is dominated by the “local” SVT alignment, where
“local” refers to the relative position of the SVT wafers [BABARO1]. Both of these effects
are expected to contribute to the systematic error by about 1.0%.
The efficiency difference between positive and negative GTVL has a systematic error of 0.30%.
As the final states DT K9~ and D~ K9 have the same number of charged tracks,
there should be no efficiency difference between the two modes, unless the charge asymmetry
is significantly different for kaons compared to pions. The size of such an effect would most
likely not exceed the general charge asymmetry uncertainty, and therefore no large corrections
and systematics are expected from this source.

Parameter C AS S

Am £ 0.009 ps—* 0.004 0.005 0.010
o £ 0.016 ps 0.001  0.000  0.000
Tagging 0.017 0.010 0.005
Resolution model (signal) 0.002 0.009 0.004
Resolution function (signal) 0.002  0.002  0.003
Resolution function (background) 0.005 0.014 0.009
DCSD 0.020 0.000 0.000
Beam spot 0.010  0.010 0.010
SVT Alignment 0.010 0.010 0.010
Total 0.031 0.024 0.021

Table 14.5: Preliminatry list of systematic errors for time-dependent fit. The largest system-
atic errors are written in bold.

The systematic uncertainties are in general small as expected. The largest source of error
is from tagging, which is not surprising, as the tagging coefficients have a very central role
in the signal PDF and as they have to be obtained from fitting data samples, which are
statistically limited. Also the resolution function model and parameters play a role. The
large impact of the background resolution is mostly due to the uncertainty in the background
(core) scale factor.

While the B mixing frequency also has a sizable impact, the lifetime does not alter the
results in any significant way. Finally, the impact on the systematic error on C' from DCSD
is large, which is most likely due to the conservative approach.

14.4.6 Section summary and conclusions

Though the data sample is still too limited to yield decisive results, a first pass at a time-
dependent analysis was employed. The tagged B,,, mesons are divided into categories ac-
cording to the source and quality of the flavor information, as this increases the sensitivity.
The detector response is parametrized in terms of resolution functions, which included the
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various biases and other effects due to longlived particles in the decay products of the B°
mesons. The parameters of both the tagging algorithm and the resolution functions are ob-
tained from a large sample of fully reconstructed B” mesons. The effective tagging efficiency
is Q@ = 27.0 £ 0.9% and most tagged events have well determined values of At.

Given a theoretical signal time distribution and an empirical background time distribution
description, the parameters C' = 0.93 £0.18, S = 0.18 £ 0.28, and AS = —0.08 £ 0.28 are
extracted from an unbinned maximum likelihood fit. The systematic errors are evaluated
by varying the parameters involved, and they are not very large compared to the statistical
errors, as expected. From Eq. (4.43) the value of C' can be translated into an amplitude ratio,
A, between the b — w and the b — ¢ amplitudes. The value obtained is A = 0.19£0.2540.04.
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15 Conclusions

Using approximately 88 million BB pairs, the decay modes B® — D*K%¥ and B® —
D** K% have been studied. Their branching fractions have been measured and their Dalitz
distributions extracted. In addition, the branching fractions of the K** resonant channels
BY — D*K*F and B° — D**K*F have been measured. The results are:

Br(B® — D*K7¥
Br(B® - D*K*¥
Br(B® — D** KT
Br(BY — D**K*T

5.0 £ 0.7, +0.6,.) x 107%
4.8 4 0.6, +0.5,,,) x 107*
3.0 + 0.7 £0.3,,5) x 1074
)

)
)
)
) 3.2 4 0.640 £ 0.3,,0) x 1074

(
(
(
(

A time-dependent analysis of the K** resonant region of the B® — D*K%zF channel was
performed. The values of the interference and C'P sensitive variables are:

C = 0.93+0.18,,, £ 0.03,,..,
S = 0.18 +0.28,,, £ 0.02,,..,
AS = —0.08+0.28,,, £0.02

syst

A comparison of these results with previous measurements and an interpretation of the results
are presented in Section 15.1. The possible improvements of the analysis and the prospects of
increased integrated luminosity is discussed in Section 15.2. Finally, the outlook on measuring
~v and the future of B physics are concluded upon in Section 15.3.

15.1 Comparison and interpretation of results

The three-body branching fractions have been measured for the first time and their size of the
order expected. The K** resonant branching fractions have been measure before [PDG02].

Br(BY — D*K*F) = (3.741.5,,, £1.0,.,) x 1074
Br(B® - D**K*F) = (384 1.3, £0.8,,) x107*

The comparison is good, and the errors have been reduced by more than a factor of two, even
though the selection is not optimized for these channels.

The results can also be compared to the isospin-related resonant two-body channels BT —
DYK** [BABARO4a] and BT — D**K** [BABARO3c]. However, the comparison cannot be
done directly, as the charged channels have an additional diagram, which is color suppressed.
A naive addition of these would suggest a total enhancement of the branching fraction of
|1+ 1/3 = 16/9.

Taking this factor at face value, the B — DT K9 ¥ measurement is in good agreement with
the measured value of the isospin-related decay, while the B® — D** K07 result is slightly
low:

Br(BY — D°K*Y) = (6.3 4 0.7, +0.5,) x 104,
Br(BY — D*'K*") = (8.3 4+ 1.1, £1.0,,) x10"%

A possible explanation would be destructive interference between the b — ¢ and the b — u
transitions, as both the strong phase and the weak phase are potentially large. However,
given the errors, the discrepancy is not significant.

The Dalitz plot distributions shows that the K** resonance is dominant, but in both the
B° - DTK% 7T and the B — D** K% mode approximately one third of the contribution
is from other sources. However, the determination of additional structures requires more
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statistics. From the helicity distribution of the K** resonance, possible other interfering
contributions do not seem to have a spin 0 nor spin 2 structure, as their interference would
then alter the distinct cos?(6) helicity distribution of the K**.

The time-dependent analysis of the resonant B — D*K*T region does not have the
required sensitivity to determine if there is any interference between the b — ¢ and b — u
transition. This was to be expected, but the time-dependent fit sets limits on the parameters,
and in addition it shows the feasibility and precision of such a fit. The value of the coefficient
C = 0.93 £ 0.18 £ 0.03 can be translated into a ratio of amplitudes, and one obtains A =
0.1940.25+£0.04, which leaves the question of interference open. The C'P violating parameter
AS is consistent with zero, as one would expect when no significant interference is observed.
For the region of higher invariant mass in K27, 1.0 < m(K%7) < 2.0 GeV, no constraints on
C, S, and AS are obtained.

15.2 Improvements and prospects of the analysis

Given additional time and/or data, the analysis presented could be improved in several ways
of which a few are discussed below.

The dominating systematic errors are those from tracking and the uncertainty in the
branching fractions of the subsequent D meson decays. While the latter is hard to improve
(requires a dedicated analysis and is dominated by systematic errors), the former can with
some effort be diminished. Also the PDF shapes involve significant uncertainty, but this is
of statistical origin, and could be included as such by simultaneously fitting the control sam-
ples. However, the systematic errors are not dominant especially not for the time-dependent
analysis, which renders the discussion somewhat academic.

The real limitations are the slightly low branching ratios and the seemingly irreducable back-
grounds from combinatorics. The former can of course be redeemed with increased statistics,
while the latter decreases the signal sensitivity to some degree. Even if employing neural
networks for increasing the purity of the daughter selection, the impact on the overall purity
is limited, as the larger part of the background consists of correctly reconstructed D™ K 9,
and 7 mesons, which mimick a B° meson decay. Nevertheless, signal can be extracted both
inside and outside the K** resonant region.

Given no a priori knowledge of or handles on the Dalitz distribution, conducting a full time-
dependent Dalitz analysis does not seem feasible at this time®8.

Regarding sPlots, this method has proven to be a great force of the analysis, and the
approach has subsequently been adapted by other three-body analyses of B mesons, mainly
charmless (e.g. [Ola04]). The Plot weights also give the capability of separating problems
without sacrificing statistical power, e.g. allowing Dalitz plot fits without a simultaneous fit
in mgs, AFE, and F, which is very demanding in terms of fitting complexity and computing
power.

15.3 Outlook on v and B physics

Since the commencement of this thesis, v has proven worthy of its reputation as notoriously
elusive.

The improved GW method of considering asymmetries and branching ratios (see Eq. (5.3) of
Section 5.1) has only given very weak constraints on v [Sto04]. The ADS method has recently
been attempted in the DY — K7 mode [BABARO4b], which essentially consists of looking
for the decay B* — [K~nt]pK™. No events were seen, which yields an upper limit on the
amplitude ratio of r < 0.224 (r < 0.196 assuming 48° < v < 75°) at 90% CL. This means
that the prospects for measuring y in the B¥ — DYK* mode are diminished. Combining

88 Other analysis with the same level of background have at least 4-5 times the number of signal events.
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the result with the weak limits obtained from the improved GW method yields no preferred
value for y (the likelihood curve is flat!).

The only promising method is that of the B¥ — [Krt7~]K* mode, where the Dalitz
plot of the DY meson lays the basis for the interference between the b — ¢ and the b — u
transitions. The main advantage is that the Dalitz plot can be obtained from the D*t —
D%(— KOrtn~)nt decay, which has very large statistics. Using this channel, limits of
61° < v < 142° (90% CL) has been set [Belle03], and contrary to the two-body methods,
there is only the =7 ambiguity in the solution.

In addition, the time-dependent B® — D®™)*xF analysis have also set limits on sin(23 + 7)
[BABARO3d, BABARO3e], but the prospects for actual measurements 7 are not clear, not
the least because of ambiguities.

The situation is generally that the sensitivity to «y of any method is low, most notably because
of the small amplitude ratio. Whether the amplitude ratio and the interference is large in the
BY — D®WEK%F modes can still not be concluded upon. However, if seen, the modes have
prospects of high sensitivity without the eight-fold ambiguity.

In the future, most likely the large statistics and BY capabilities of first CDF and D0, and
afterwards LHCb and BTeV will in time give fairly precise measurements of -, since decays
measuring this angle are of the same order in A in a time-dependent analysis similar to that of
BY — D*rT. Nevertheless, until then v will most likely not be measured with any significant
precision, and its value will have to be infered indirectly from fitting the CKM matrix.

It is interesting to note, that since the B — D®EK%7F mode is fully charged and has
many constraints for rejecting background, of which continuum is the dominant, it might be
suitable for hadronic machines.
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Abbreviations

Abbreviations are very frequently used in the experimental high energy physics community,
as the field is somewhat technical, and so this thesis contains many as well. They are written
in full the first time they occur with the abbreviation in parenthesis, after which only the
abbreviation is used. However, abbreviations of accelerators and detectors/experiments are
rarely written in full. Below is a list of the abbreviations used.

BAD BaBar Analysis Document.

CDF Collider Detector at Fermilab. Detector at Tevatron.

CERN The European Laboratory for Particle Physics.

CKM Cabibbo, Kobayashi and Maskawa. Inventors of the CKM quark mixing matrix.
CL Confidence Limit.

CM Center-of-Mass.

cpP Charge conjugation and Parity. Abstract operators transforming particles.
CPT Charge conjugation, Parity and Time reversal.

DO Detector at Tevatron, Fermilab.

DCH Drift CHamber. Subdetector of BaBar.

DIRC Detector of Internally Reflected Cerenkov light. Subdetector of BaBar.
EMC ElectroMagnetic Calorimeter. Subdetector of BaBar.

FEE Front End Electronics. Common electronics architecture placed on the subdetectors.
GIM Glashow, Iliopoulos and Maiani. Inventors of the GIM-mechanism.
HER High Energy Ring. The electron storage ring at PEP-II.

HERA-B B physics at the HERA-accelerator. Experiment at DESY in Hamburg.
HV High Voltage.

IFR Instrumented Flux Return. Subdetector of BaBar.

P Interaction Point.

IR Interaction Region.

LAL Laboratoire de I’Accélérateur Linéaire, Orsay, France.

LEP Large Electron-Positron collider, CERN, Switzerland.

LER Low Energy Ring. The positron storage ring at PEP-II.

LHC Large Hadron Collider. Accelerator in progress at CERN.

MC Monte Carlo. Technique for numerical integration and estimation.

MNS Maki, Nakagana, Sakata. Inventors of the MNS lepton mixing matrix.
NBI Niels Bohr Institute, Copenhagen.

PDF Probability Density Function.

PEP Positron Electron Project. Storage rings at SLAC.

PID Particle IDentification.

PMT Photo Multiplier Tube. Instrument for detecting photons.

POCA Point Of Closest Approach. Point of shortest distance to point or track (e.g. beam spot).
PS Phase Space.

QCD Quantum Chromo Dynamics. Theory of the strong force.

QED Quantum Electro Dynamics. Theory of the electromagnetic force.
QFT Quantum Field Theory.

RPC Resistive Plate Counter. Type of detector used in the IFR.

SCF Self Cross Feed.

SLAC Stanford Linear Accelerator Center, Stanford, USA.

SM Standard Model.

SR Synchrotron Radiation.

SVT Silicon Vertex Tracker. Subdetector of BaBar.

TDC Time to Digital Converter.

TDR Technical Design Report.
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