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Basic examples of regression, classification and 
feature extraction

Joachim Mathiesen, Niels Bohr Institute
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Regression and classification

Classification Regression

Qualitative variables

Gender
Sick / not sick
Species
Brand
Property type (apartment 
or house)
…

Quantitative variables

Value of a house
Temperature
Income
Size
Age
…

Separate methods are often used for the two problem types. 
However, many methods can be extended to do both, such as 
k-nearest neighbors, linear classifiers or regression, support 
vector machines, kernel estimation, etc.
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Regression and Classification
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Supervised vs unsupervised learning

Supervised Unsupervised

During model training, we 
have for each set of predictor 
variables an associated target 
value, i.e. we have sets 
consisting of pairs

(predictors, response)

Examples

(age, height)
(job, income)
(sqm, value of house)
…

We have measurements without 
an associated response. It will 
not be possible to fit a basic 
regression model. 

Instead, we may infer 
relationships between our 
measurements/observations 
e.g. through clustering in 
distinct groups.

Examples
Communities in social networks, 
classification based on 
personality traits, gene 
expression data, etc.
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Significance

Sir R.A. Fisher, Statistical Methods for Research Workers, 1925
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P hacking

No shame in searching for patterns in data. However, 
shame on you, should you apply a significance test to 

patterns found during your search. 

P-hacking (or data dredging) is the blind search for patterns that can be 

presented as significant without being part of a prior hypothesis.
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Curse of dimensionality

The number of data points, N, needed to sample a D-dimensional 

space with a grid resolution of (
𝜖

𝐿
)𝐷 goes exponentially with the 

dimension

𝑁~𝜖−𝐷

Alternatively, consider the ratio of the volume of a D-dimensional 
sphere to the volume of a D-dimensional cube. The volume of a 
sphere with unit radius goes like

VD = 
𝜋
𝐷
2

Γ(
𝐷

2
+1)

≈
1

𝜋𝐷
(
2𝜋𝑒

𝐷
)𝐷/2

If data is clustered inside a sphere, the 
relative fraction of space covered 
approaches zero as the number of 
dimensions increase.
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Curse of dimensionality

Under fairly broad assumptions (for basic 
norms in vector space), there will for all

𝜖 > 0 exist a number of dimensions D such 
that 

𝑃( 𝑑𝑚𝑖𝑛> 1 − 𝜖 𝑑𝑚𝑎𝑥 )=1

The distance between a data 
point and its closest neighbours 
will as the dimensionality
increases approach the distance to
the most remote data points in feature space.

Contrast disappears!
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Outline

I. Basic examples

• Linear models

• Cross-validation

II. Feature Extraction

• Principal Component Analysis

• Application to questionnaire data on personality and in gender prediction

III. Support vector machines

• Introduction, hyper planes, binary classification, regression

• application to real estate data

IV. Quick introduction to deep learning using Keras

• Convolutional neural networks

• Neural networks for gender prediction
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Linear Models – Why Bother?

• Despite the lack of sex appeal, it must be 
emphasized that linear models are often most 
useful.

• Simple meaningful interpretation of model 
parameters + a well developed framework for 
model validation.

• More exotic methods build upon insights from 
linear models.

• For low quality data, a linear regression is often 
as good or better than anything else.
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Linear Regression
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Example: Property Sales Price



Tekst starter uden 

dato, og ”Enhedens 

Feature Extraction – Alleviating the Curse of Dimensionality

Feature Extraction – the art of keeping only the relevant 
information and discard everything else. In other words, the 
task is to perform a sensible dimensionality reduction of 
data through a linear or non-linear transformation of data.

Often the feature extraction is a significant part of the overall 
process

Several general methods exist, for example

• Independent Component Analysis

• t-Distributed Stochastic Neighbor Embedding

• Factor Analysis

• Principal Component Analysis

• Non-linear reduction methods

Pre-
processing

Statistical 
Model

Post-
processing
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Principal Component Analysis



Tekst starter uden 

dato, og ”Enhedens 

The linear model
lm(x~y) minimizes 
the least squares 
error horizontally, 
whereas 

lm(y~x) minimizes 
the vertical error. 

The two fits will in 
general be 
different.
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The leading principal component is in the 
direction of most variance.

The variance around PC2 is considerably 
smaller than around PC1, hence data can 
be approximated to some extent by a 
one dimensional line.
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Principal Component Analysis

Principal Components
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Little variance around the third PC, i.e. data roughly exists in a 2D 
space.
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Applications of Principal Component Analysis

The general paradox of feature extraction is that when you throw away 
potentially relevant information you may greatly improve the 
performance of your model. 

Feature extraction is important not only as input to statistical models 
but also as general way to compress data. As an example, we shall 
here consider the MNIST data of handwritten digits.

http://yann.lecun.com/exdb/mnist/
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Digit compression

All digits come as 
28x28 grey scale 
values in the range 
0-255. 

A digit is therefore a 
vector in 784 
dimensional space.



Tekst starter uden 

dato, og ”Enhedens 

Digit compression

Plot of the 25 leading 
components achieved 
from approximately 
5000 handwritten digits. 
60% of the variance is 
accounted for in the 10 
first components.
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Digit compression

Plot of the 101st to 
125th components. 
Limited information is 
left. 
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Digit compression

ApproximationsOriginal
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Useful for digit recognition?

http://yann.lecun.com/exdb/mnist/
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Exercise
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The data

43 answers to 
questions about 
personality.

Answers indicate 
how well a person 
agrees with a given 
statement and are 
encoded as values 
in the range 0 to 4. 
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Personality traits

We consider the following traits, “the Big Five” or the “Newtonian 
Mechanics” of psychology:

• Conscientiousness - A tendency to be organized and dependable

• Agreeableness - A tendency to be compassionate and cooperative

• Neuroticism - the tendency to experience unpleasant emotions easily

• Openness - reflects the degree of intellectual curiosity, creativity and a 
preference for novelty and variety a person has.

• Extraversion – outgoing and energetic 

Monday, April 29, 2019
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Monday, April 29, 2019

44 questions to determine personality traits
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