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“Statistics is merely a quantisation of common sense - Machine Learning is a sharpening of it!”



In machine learning and related fields, artificial neural networks (ANNs) are 
computational models inspired by an animal's central nervous systems (in particular 
the brain) which is capable of machine learning as well as pattern recognition.
Neural networks have been used to solve a wide variety of tasks that are hard to 
solve using ordinary rule-based programming, including computer vision and 
speech recognition.
                                       [Wikipedia, Introduction to Artificial Neural Network]
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Neural Networks (NN)



Neural Networks
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Neural Networks combine the input 
variables using a “activation” function 
s(x) to assign, if the variable indicates 
signal or background.

The simplest is a single layer perceptron:

This can be generalised to a multilayer 
perceptron:

Activation function can be any
sigmoid function.
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Recurrent NN
Normally, the information from one layer is fed forward to the next layer in a 
feedforward Neural Network (NN).

However, it may be of advantage to allow a network to give feedback, which is 
called a recurrent NN:
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Feedback network
There is nothing that prohibits the 
use of feedback in the network.

In this way, one can pass 
information “back” in the network,
allowing for input of “more 
advanced” neurons to earlier 
neurons.

Note, that it requires skill and 
knowledge (and time and hard 
work) to design the network that 
suits your problem!

6



Networks with “memory”
So-called Long Short-Term Memory (Elman and Jordan) networks

Allowing for feedback, one can 
also use this for providing 
“memory” of the last state(s) of 
the network.

This can be used for including 
“context” or “environment” in 
the network.

This can be used in case of e.g. a 
new user regarding adds, a new 
context regarding translation, 

The keyword is Long Short-
Term Memory (LSTM), if you 
want to look for more…
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http://colah.github.io/posts/2015-08-Understanding-LSTMs/


Deep Neural Networks

Instead of having just one (or few) 
hidden layers, many such layers are 
introduced.
This gives the network a chance to 
produce key features and use them 
for many different specialised tasks.
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Deep Neural Networks (DNN) are simply (much) extended NNs in terms of layers!

Currently, DNNs can have up to 
millions of neurons and 
connections, which compares to 
about the brain of a worm.
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Deep Neural Networks (DNN) are simply (much) extended NNs in terms of layers!

Currently, DNNs can have up to 
millions of neurons and 
connections, which compares to 
about the brain of a worm. DropOut technique 

…to mimimise overtraining



Deep Neural Networks
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Deep Neural Networks likes to get both raw and “assisted” variables:



Different ML answers
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These very high correlations
are of course to be expected.
But they are mostly driven
by values far from the actual
price. If these are excluded,
we get…

The many algorithms each produce an estimate, which are naturally very 
correlated, with the estimates of the other algorithms. But they are not identical…



Different ML answers
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The many algorithms each produce an estimate, which are naturally very 
correlated, with the estimates of the other algorithms. But they are not identical…



So which algorithm to use?
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179 methods vs. 121 data sets
“Tree learning comes closest to meeting the requirements for serving as an off-
the-shelf procedure for data mining", because it:
•  is invariant under scaling and various other transformations of feature values,
•  is robust to inclusion of irrelevant features,
•  produces inspectable models.
•  HOWEVER…  they are seldom accurate (i.e. most performant)!

[Trevor Hastie, Professor of Mathematics & Statistics, Stanford University]

In a quite interesting paper, four authors investigated the performance of many 
Machine Learning (ML) methods (179 in total) on a large variety of data sets (121 
in total).

The purpose was to see, if there was any general pattern, and if some type of 
classifiers were more suited for some problems than others.

Their findings were written up in the following paper…
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179 methods vs. 121 data sets
The many algorithms, 

15



What are the data sets?
The data sets are 
all quite smallish 
(< 150000 entries),
with only 7 / 56
being above 10000
entries!

There are most 
often between 
4-100 input 
parameters.

The standard 
problem is to 
divide into two 
classes.
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179 methods vs. 121 data sets
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179 methods vs. 121 data sets
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179 methods vs. 121 data sets
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179 methods vs. 121 data sets
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Random Forests implementations
Given the succes of the RandomForests algorithm, it has naturally been 
implemented in many languages (the original one being Fortran!!!).

I managed to find it in both Python and R:

Python: scikit-learn package

R: randomForests package
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http://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://cran.r-project.org/web/packages/randomForest/index.html


The results in more detail…
The many good algorithms are ranked according to probability of achieving:
• Maximum Accuracy (PAMA)
• 95% accuracy on all data sets (P95) 

As can be seen, the Random
Forest (parRF_t) is not the most
likely to be the best.
Rather it is the one, which most
often is ranked high.

But this just shows, that there is
no guarantee that parRF_t is the
most powerful method. In fact
far from it.

This is a general problem,
which must be considered…  
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