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“Statistics is merely a quantisation of common sense - Big Data is a sharpening of it!”



Decision tree learning

“Tree learning comes closest to meeting
the requirements for serving as an

off-the-shelf procedure for data mining”,
because it:
•  is invariant under scaling and various other transformations of feature values,
•  is robust to discontinuous, categorical, and irrelevant features,
•  produces inspectable models.

HOWEVER…  they are seldom accurate (i.e. most performant)!

[Trevor Hastie, Prof. of Mathematics & Statistics, Stanford]
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Decision Trees
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A decision tree divides the parameter 
space, starting with the maximal 
separation. In the end each part has a 
probability of being signal or 
background.
• Works in 95+% of all problems!
• Fully uses non-linear correlations.

But BDTs require a lot of data for 
training, and is sensitive to 
overtraining.

Overtraining can be reduced by 
limiting the number of nodes and 
number of trees.

Decision trees are from before 1980!!!



Boosting...
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There is no reason, why you can not 
have more trees. Each tree is a simple 
classifier, but many can be combined!

To avoid N identical trees, one assigns 
a higher weight to events that are hard 
to classify, i.e. boosting:

Boosting is from 1997 (AdaBoost).

First classifier

Parameters in event N

Boost weight

Individual tree



Boosting...
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There is no reason, why you can not 
have more trees. Each tree is a simple 
classifier, but many can be combined!

To avoid N identical trees, one assigns 
a higher weight to events that are hard 
to classify, i.e. boosting:

Boosting is from 1997 (AdaBoost).

First classifier

Parameters in event N

Boost weight

Individual tree

Rerun…
increasing the weight 

of misclassified entries 



Boosting illustrated
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Boosting provides a reweighing scheme giving harder cases higher weights.
At the end of training, the trees are collected into an “ensemble classifier”.



Where to split?
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How does the algorithm decide which variable to split on and where to split?

There are several ways in which this can be done, and there is a difference 
between how to do it for classification and regression. But in general, one would 
like to make the split, which maximises the improvement gained by doing so.

In Classification, one often uses the average cross entropy (aka. “log-loss”):

Here,        is the truth, while        is the estimate (in [0,1]).

Other alternatives include using Gini coefficients, Variance reduction, and even 
ChiSquare. However, in classification the above is somewhat “standard”.
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ŷn
<latexit sha1_base64="x7LQuQFp+s0+yGbU4APRLi6uZUY=">AAAB8HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgv2QNpTNdtMu3WzC7kQIob/CiwdFvPpzvPlv3LY5aOsLCw/vzLAzb5BIYdB1v53S2vrG5lZ5u7Kzu7d/UD08aps41Yy3WCxj3Q2o4VIo3kKBkncTzWkUSN4JJrezeueJayNi9YBZwv2IjpQIBaNorcf+mGKeTQdqUK25dXcusgpeATUo1BxUv/rDmKURV8gkNabnuQn6OdUomOTTSj81PKFsQke8Z1HRiBs/ny88JWfWGZIw1vYpJHP390ROI2OyKLCdEcWxWa7NzP9qvRTDaz8XKkmRK7b4KEwlwZjMridDoTlDmVmgTAu7K2FjqilDm1HFhuAtn7wK7Yu6Z/n+sta4KeIowwmcwjl4cAUNuIMmtIBBBM/wCm+Odl6cd+dj0Vpyiplj+CPn8wc46pCr</latexit><latexit sha1_base64="x7LQuQFp+s0+yGbU4APRLi6uZUY=">AAAB8HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgv2QNpTNdtMu3WzC7kQIob/CiwdFvPpzvPlv3LY5aOsLCw/vzLAzb5BIYdB1v53S2vrG5lZ5u7Kzu7d/UD08aps41Yy3WCxj3Q2o4VIo3kKBkncTzWkUSN4JJrezeueJayNi9YBZwv2IjpQIBaNorcf+mGKeTQdqUK25dXcusgpeATUo1BxUv/rDmKURV8gkNabnuQn6OdUomOTTSj81PKFsQke8Z1HRiBs/ny88JWfWGZIw1vYpJHP390ROI2OyKLCdEcWxWa7NzP9qvRTDaz8XKkmRK7b4KEwlwZjMridDoTlDmVmgTAu7K2FjqilDm1HFhuAtn7wK7Yu6Z/n+sta4KeIowwmcwjl4cAUNuIMmtIBBBM/wCm+Odl6cd+dj0Vpyiplj+CPn8wc46pCr</latexit><latexit sha1_base64="x7LQuQFp+s0+yGbU4APRLi6uZUY=">AAAB8HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgv2QNpTNdtMu3WzC7kQIob/CiwdFvPpzvPlv3LY5aOsLCw/vzLAzb5BIYdB1v53S2vrG5lZ5u7Kzu7d/UD08aps41Yy3WCxj3Q2o4VIo3kKBkncTzWkUSN4JJrezeueJayNi9YBZwv2IjpQIBaNorcf+mGKeTQdqUK25dXcusgpeATUo1BxUv/rDmKURV8gkNabnuQn6OdUomOTTSj81PKFsQke8Z1HRiBs/ny88JWfWGZIw1vYpJHP390ROI2OyKLCdEcWxWa7NzP9qvRTDaz8XKkmRK7b4KEwlwZjMridDoTlDmVmgTAu7K2FjqilDm1HFhuAtn7wK7Yu6Z/n+sta4KeIowwmcwjl4cAUNuIMmtIBBBM/wCm+Odl6cd+dj0Vpyiplj+CPn8wc46pCr</latexit><latexit sha1_base64="x7LQuQFp+s0+yGbU4APRLi6uZUY=">AAAB8HicbZBNS8NAEIYn9avWr6pHL4tF8FQSEfRY9OKxgv2QNpTNdtMu3WzC7kQIob/CiwdFvPpzvPlv3LY5aOsLCw/vzLAzb5BIYdB1v53S2vrG5lZ5u7Kzu7d/UD08aps41Yy3WCxj3Q2o4VIo3kKBkncTzWkUSN4JJrezeueJayNi9YBZwv2IjpQIBaNorcf+mGKeTQdqUK25dXcusgpeATUo1BxUv/rDmKURV8gkNabnuQn6OdUomOTTSj81PKFsQke8Z1HRiBs/ny88JWfWGZIw1vYpJHP390ROI2OyKLCdEcWxWa7NzP9qvRTDaz8XKkmRK7b4KEwlwZjMridDoTlDmVmgTAu7K2FjqilDm1HFhuAtn7wK7Yu6Z/n+sta4KeIowwmcwjl4cAUNuIMmtIBBBM/wCm+Odl6cd+dj0Vpyiplj+CPn8wc46pCr</latexit>



Housing Prices decision tree
Decision tree for estimating the price in the housing prices data set: 
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SIZE_OF_HOUSE  462.0
mse = 1.3836907023e+13

samples = 7014
value = 2028954.3037

POSTAL_CODE  3110.0
mse = 1.16202252824e+13

samples = 6986
value = 1963348.0471

True

CONSTRUCTION_YEAR  1812.0
mse = 2.97888770906e+14

samples = 28
value = 18397715.3214

False

CONSTRUCTION_YEAR  2008.5
mse = 3.24355593067e+13

samples = 2045
value = 3009605.7873

SIZE_OF_HOUSE  144.5
mse = 2.36452076724e+12

samples = 4941
value = 1530318.8873

SIZE_OF_HOUSE  93.5
mse = 1.21226579817e+13

samples = 2017
value = 2856024.2117

SIZE_OF_HOUSE  75.5
mse = 1.37159288618e+15

samples = 28
value = 14072964.2857

SIZE_OF_HOUSE  69.5
mse = 9.6302785191e+11

samples = 1044
value = 1835135.3046

SIZE_OF_HOUSE  197.5
mse = 2.17784790424e+13

samples = 973
value = 3951407.5817

POSTAL_CODE  2150.0
mse = 3.01262236943e+11

samples = 628
value = 1448233.1497

POSTAL_CODE  2250.0
mse = 1.39491834099e+12

samples = 416
value = 2419208.75

(...) (...) (...) (...)

POSTAL_CODE  3025.0
mse = 2.18472117891e+13

samples = 888
value = 3643273.0574

CONSTRUCTION_YEAR  1920.0
mse = 9.70590670627e+12

samples = 85
value = 7170507.0824

(...) (...) (...) (...)

SUPERMARKET_DISTANCE_1  43.455
mse = 4.71096888889e+15

samples = 3
value = 98966666.6667

SIZE_OF_HOUSE  119.0
mse = 2.2549352416e+12

samples = 25
value = 3885720.0

mse = 0.0
samples = 1

value = 1900000.0

mse = 0.0
samples = 2

value = 147500000.0

POSTAL_CODE  2530.0
mse = 4.67412066116e+11

samples = 11
value = 2693454.5455

CONSTRUCTION_YEAR  2009.5
mse = 1.66497053571e+12

samples = 14
value = 4822500.0

(...) (...) (...) (...)

SCHOOL_DISTANCE_1  1695.405
mse = 9.79228685447e+11

samples = 3444
value = 1259853.806

SIZE_OF_HOUSE  235.5
mse = 4.99606026506e+12

samples = 1497
value = 2152551.1784

CONSTRUCTION_YEAR  1992.5
mse = 1.11305113191e+12

samples = 2466
value = 1381273.9976

CONSTRUCTION_YEAR  1985.5
mse = 5.10892846075e+11

samples = 978
value = 953696.1452

POSTAL_CODE  7995.0
mse = 1.12755765182e+12

samples = 2220
value = 1319770.4707

SIZE_OF_HOUSE  116.5
mse = 6.39941890563e+11

samples = 246
value = 1936305.8252

(...) (...) (...) (...)

SUPERMARKET_DISTANCE_1  1224.845
mse = 4.37090668214e+11

samples = 802
value = 856331.2918

SIZE_OF_HOUSE  97.5
mse = 6.07151144402e+11

samples = 176
value = 1397370.0795

(...) (...) (...) (...)

POSTAL_CODE  3680.0
mse = 3.68022716583e+12

samples = 1345
value = 2019988.1539

POSTAL_CODE  7980.0
mse = 1.51080057315e+13

samples = 152
value = 3325559.5197

POSTAL_CODE  3395.0
mse = 2.25780802539e+12

samples = 116
value = 3138769.319

CONSTRUCTION_YEAR  1993.5
mse = 3.68519260761e+12

samples = 1229
value = 1914391.2335

(...) (...) (...) (...)

POSTAL_CODE  4230.5
mse = 4.84879610682e+12

samples = 100
value = 2580827.09

SUPERMARKET_DISTANCE_1  2506.5801
mse = 3.17195326885e+13

samples = 52
value = 4757737.2692

(...) (...) (...) (...)

mse = 0.0
samples = 1

value = 74000000.0

CONSTRUCTION_YEAR  1952.0
mse = 1.90176566644e+14

samples = 27
value = 16338371.4444

POSTAL_CODE  3700.0
mse = 7.16446841277e+13

samples = 24
value = 12953411.8333

POSTAL_CODE  2790.0
mse = 3.13459113818e+14

samples = 3
value = 43418048.3333

SUPERMARKET_DISTANCE_1  152.015
mse = 6.46729877876e+13

samples = 10
value = 18529888.4

POSTAL_CODE  9670.0
mse = 3.85463967398e+13

samples = 14
value = 8970214.2857

SCHOOL_DISTANCE_1  242.72
mse = 4.95428753902e+13

samples = 5
value = 24129776.8

SCHOOL_DISTANCE_1  194.09
mse = 1.70856e+13

samples = 5
value = 12930000.0

(...) (...) (...) (...)

CONSTRUCTION_YEAR  1908.0
mse = 2.67103595385e+13

samples = 13
value = 7942000.0

mse = 0.0
samples = 1

value = 22337000.0

(...) (...)

mse = 0.0
samples = 1

value = 18500000.0

POSTAL_CODE  4360.5
mse = 4.50682117026e+12

samples = 2
value = 55877072.5

mse = 0.0
samples = 1

value = 58000000.0

mse = 0.0
samples = 1

value = 53754145.0

SIZE_OF_HOUSE  462.0
mse = 1.3836907023e+13

samples = 7014
value = 2028954.3037

POSTAL_CODE  3110.0
mse = 1.16202252824e+13

samples = 6986
value = 1963348.0471

True

CONSTRUCTION_YEAR  1812.0
mse = 2.97888770906e+14

samples = 28
value = 18397715.3214

False

CONSTRUCTION_YEAR  2008.5
mse = 3.24355593067e+13

samples = 2045
value = 3009605.7873

SIZE_OF_HOUSE  144.5
mse = 2.36452076724e+12

samples = 4941
value = 1530318.8873

SIZE_OF_HOUSE  93.5
mse = 1.21226579817e+13

samples = 2017
value = 2856024.2117

SIZE_OF_HOUSE  75.5
mse = 1.37159288618e+15

samples = 28
value = 14072964.2857

SIZE_OF_HOUSE  69.5
mse = 9.6302785191e+11

samples = 1044
value = 1835135.3046

SIZE_OF_HOUSE  197.5
mse = 2.17784790424e+13

samples = 973
value = 3951407.5817

POSTAL_CODE  2150.0
mse = 3.01262236943e+11

samples = 628
value = 1448233.1497

POSTAL_CODE  2250.0
mse = 1.39491834099e+12

samples = 416
value = 2419208.75

(...) (...) (...) (...)

POSTAL_CODE  3025.0
mse = 2.18472117891e+13

samples = 888
value = 3643273.0574

CONSTRUCTION_YEAR  1920.0
mse = 9.70590670627e+12

samples = 85
value = 7170507.0824

(...) (...) (...) (...)

SUPERMARKET_DISTANCE_1  43.455
mse = 4.71096888889e+15

samples = 3
value = 98966666.6667

SIZE_OF_HOUSE  119.0
mse = 2.2549352416e+12

samples = 25
value = 3885720.0

mse = 0.0
samples = 1

value = 1900000.0

mse = 0.0
samples = 2

value = 147500000.0

POSTAL_CODE  2530.0
mse = 4.67412066116e+11

samples = 11
value = 2693454.5455

CONSTRUCTION_YEAR  2009.5
mse = 1.66497053571e+12

samples = 14
value = 4822500.0

(...) (...) (...) (...)

SCHOOL_DISTANCE_1  1695.405
mse = 9.79228685447e+11

samples = 3444
value = 1259853.806

SIZE_OF_HOUSE  235.5
mse = 4.99606026506e+12

samples = 1497
value = 2152551.1784

CONSTRUCTION_YEAR  1992.5
mse = 1.11305113191e+12

samples = 2466
value = 1381273.9976

CONSTRUCTION_YEAR  1985.5
mse = 5.10892846075e+11

samples = 978
value = 953696.1452

POSTAL_CODE  7995.0
mse = 1.12755765182e+12

samples = 2220
value = 1319770.4707

SIZE_OF_HOUSE  116.5
mse = 6.39941890563e+11

samples = 246
value = 1936305.8252

(...) (...) (...) (...)

SUPERMARKET_DISTANCE_1  1224.845
mse = 4.37090668214e+11

samples = 802
value = 856331.2918

SIZE_OF_HOUSE  97.5
mse = 6.07151144402e+11

samples = 176
value = 1397370.0795

(...) (...) (...) (...)

POSTAL_CODE  3680.0
mse = 3.68022716583e+12

samples = 1345
value = 2019988.1539

POSTAL_CODE  7980.0
mse = 1.51080057315e+13

samples = 152
value = 3325559.5197

POSTAL_CODE  3395.0
mse = 2.25780802539e+12

samples = 116
value = 3138769.319

CONSTRUCTION_YEAR  1993.5
mse = 3.68519260761e+12

samples = 1229
value = 1914391.2335

(...) (...) (...) (...)

POSTAL_CODE  4230.5
mse = 4.84879610682e+12

samples = 100
value = 2580827.09

SUPERMARKET_DISTANCE_1  2506.5801
mse = 3.17195326885e+13

samples = 52
value = 4757737.2692

(...) (...) (...) (...)

mse = 0.0
samples = 1

value = 74000000.0

CONSTRUCTION_YEAR  1952.0
mse = 1.90176566644e+14

samples = 27
value = 16338371.4444

POSTAL_CODE  3700.0
mse = 7.16446841277e+13

samples = 24
value = 12953411.8333

POSTAL_CODE  2790.0
mse = 3.13459113818e+14

samples = 3
value = 43418048.3333

SUPERMARKET_DISTANCE_1  152.015
mse = 6.46729877876e+13

samples = 10
value = 18529888.4

POSTAL_CODE  9670.0
mse = 3.85463967398e+13

samples = 14
value = 8970214.2857

SCHOOL_DISTANCE_1  242.72
mse = 4.95428753902e+13

samples = 5
value = 24129776.8

SCHOOL_DISTANCE_1  194.09
mse = 1.70856e+13

samples = 5
value = 12930000.0

(...) (...) (...) (...)

CONSTRUCTION_YEAR  1908.0
mse = 2.67103595385e+13

samples = 13
value = 7942000.0

mse = 0.0
samples = 1

value = 22337000.0

(...) (...)

mse = 0.0
samples = 1

value = 18500000.0

POSTAL_CODE  4360.5
mse = 4.50682117026e+12

samples = 2
value = 55877072.5

mse = 0.0
samples = 1

value = 58000000.0

mse = 0.0
samples = 1

value = 53754145.0



Housing Prices decision tree
Decision tree for determining, if a house will be sold for more or less than 2Mkr.
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POSTAL_CODE  3615.0
gini = 0.4521

samples = 7014
value = [2422, 4592]

class = 1

SIZE_OF_HOUSE  75.5
gini = 0.4875

samples = 2477
value = [1434, 1043]

class = 0

True SIZE_OF_HOUSE  136.5
gini = 0.3407

samples = 4537
value = [988, 3549]

class = 1

False

POSTAL_CODE  2150.0
gini = 0.2997

samples = 839
value = [154, 685]

class = 1

POSTAL_CODE  2975.0
gini = 0.3416

samples = 1638
value = [1280, 358]

class = 0

SIZE_OF_HOUSE  60.5
gini = 0.4997

samples = 170
value = [87, 83]

class = 0

CONSTRUCTION_YEAR  1906.5
gini = 0.1802

samples = 669
value = [67, 602]

class = 1

POSTAL_CODE  1515.0
gini = 0.375

samples = 76
value = [19, 57]

class = 1

CONSTRUCTION_YEAR  1921.5
gini = 0.4002
samples = 94

value = [68, 26]
class = 0

SIZE_OF_HOUSE  39.0
gini = 0.4592
samples = 14
value = [9, 5]

class = 0

SCHOOL_DISTANCE_1  527.9399
gini = 0.2706
samples = 62

value = [10, 52]
class = 1

(...) (...) (...) (...)

SUPERMARKET_DISTANCE_1  29.51
gini = 0.162

samples = 45
value = [41, 4]

class = 0

SIZE_OF_HOUSE  70.5
gini = 0.4948
samples = 49

value = [27, 22]
class = 0

(...) (...) (...) (...)

SIZE_OF_HOUSE  54.5
gini = 0.4922
samples = 48

value = [21, 27]
class = 1

CONSTRUCTION_YEAR  1998.0
gini = 0.1372

samples = 621
value = [46, 575]

class = 1

SCHOOL_DISTANCE_1  153.245
gini = 0.2975
samples = 22
value = [4, 18]

class = 1

POSTAL_CODE  3200.0
gini = 0.4527
samples = 26
value = [17, 9]

class = 0

(...) (...) (...) (...)

SIZE_OF_HOUSE  67.5
gini = 0.1141

samples = 609
value = [37, 572]

class = 1

SUPERMARKET_DISTANCE_1  42.965
gini = 0.375

samples = 12
value = [9, 3]

class = 0

(...) (...) (...) (...)

SIZE_OF_HOUSE  88.5
gini = 0.256

samples = 1221
value = [1037, 184]

class = 0

SIZE_OF_HOUSE  116.5
gini = 0.4863

samples = 417
value = [243, 174]

class = 0

POSTAL_CODE  2350.0
gini = 0.4435

samples = 232
value = [155, 77]

class = 0

POSTAL_CODE  2550.0
gini = 0.193

samples = 989
value = [882, 107]

class = 0

SIZE_OF_HOUSE  77.5
gini = 0.0915

samples = 104
value = [99, 5]

class = 0

POSTAL_CODE  2725.0
gini = 0.4922

samples = 128
value = [56, 72]

class = 1

(...) (...) (...) (...)

SIZE_OF_HOUSE  161.5
gini = 0.0454

samples = 301
value = [294, 7]

class = 0

POSTAL_CODE  2695.0
gini = 0.2484

samples = 688
value = [588, 100]

class = 0

(...) (...) (...) (...)

POSTAL_CODE  3395.0
gini = 0.4359

samples = 162
value = [52, 110]

class = 1

POSTAL_CODE  3395.0
gini = 0.376

samples = 255
value = [191, 64]

class = 0

POSTAL_CODE  3085.0
gini = 0.32

samples = 110
value = [22, 88]

class = 1

SIZE_OF_HOUSE  98.5
gini = 0.4882
samples = 52

value = [30, 22]
class = 0

(...) (...) (...) (...)

POSTAL_CODE  3175.0
gini = 0.4717

samples = 126
value = [78, 48]

class = 0

CONSTRUCTION_YEAR  1970.5
gini = 0.2173

samples = 129
value = [113, 16]

class = 0

(...) (...) (...) (...)

POSTAL_CODE  7995.0
gini = 0.21

samples = 2885
value = [344, 2541]

class = 1

CONSTRUCTION_YEAR  1994.5
gini = 0.4757

samples = 1652
value = [644, 1008]

class = 1

SIZE_OF_HOUSE  118.5
gini = 0.1306

samples = 1752
value = [123, 1629]

class = 1

POSTAL_CODE  8285.0
gini = 0.314

samples = 1133
value = [221, 912]

class = 1

CONSTRUCTION_YEAR  2005.5
gini = 0.0904

samples = 1349
value = [64, 1285]

class = 1

POSTAL_CODE  4045.0
gini = 0.2499

samples = 403
value = [59, 344]

class = 1

CONSTRUCTION_YEAR  1954.5
gini = 0.0788

samples = 1290
value = [53, 1237]

class = 1

POSTAL_CODE  4025.0
gini = 0.3034
samples = 59

value = [11, 48]
class = 1

(...) (...) (...) (...)

POSTAL_CODE  3895.0
gini = 0.4938
samples = 36

value = [16, 20]
class = 1

CONSTRUCTION_YEAR  2012.5
gini = 0.2069

samples = 367
value = [43, 324]

class = 1

(...) (...) (...) (...)

SIZE_OF_HOUSE  76.5
gini = 0.4982

samples = 249
value = [117, 132]

class = 1

CONSTRUCTION_YEAR  1993.0
gini = 0.2076

samples = 884
value = [104, 780]

class = 1

SIZE_OF_HOUSE  65.5
gini = 0.29

samples = 125
value = [22, 103]

class = 1

POSTAL_CODE  8245.0
gini = 0.3584

samples = 124
value = [95, 29]

class = 0

(...) (...) (...) (...)

POSTAL_CODE  8435.0
gini = 0.1584

samples = 784
value = [68, 716]

class = 1

SIZE_OF_HOUSE  105.5
gini = 0.4608

samples = 100
value = [36, 64]

class = 1

(...) (...) (...) (...)

SIZE_OF_HOUSE  223.0
gini = 0.4441

samples = 1409
value = [469, 940]

class = 1

SUPERMARKET_DISTANCE_1  3380.5151
gini = 0.4031

samples = 243
value = [175, 68]

class = 0

SUPERMARKET_DISTANCE_1  1352.8049
gini = 0.4199

samples = 1227
value = [368, 859]

class = 1

SIZE_OF_HOUSE  372.5
gini = 0.494

samples = 182
value = [101, 81]

class = 0

POSTAL_CODE  4160.0
gini = 0.4479

samples = 942
value = [319, 623]

class = 1

SIZE_OF_HOUSE  175.5
gini = 0.2847

samples = 285
value = [49, 236]

class = 1

(...) (...) (...) (...)

POSTAL_CODE  7895.0
gini = 0.5

samples = 157
value = [78, 79]

class = 1

CONSTRUCTION_YEAR  1903.0
gini = 0.1472
samples = 25
value = [23, 2]

class = 0

(...) (...) (...) (...)

SIZE_OF_HOUSE  166.5
gini = 0.3833

samples = 236
value = [175, 61]

class = 0

gini = 0.0
samples = 7
value = [0, 7]

class = 1

POSTAL_CODE  8025.0
gini = 0.4624

samples = 124
value = [79, 45]

class = 0

SCHOOL_DISTANCE_1  664.175
gini = 0.2449

samples = 112
value = [96, 16]

class = 0

(...) (...) (...) (...)

POSTAL_CODE  3615.0
gini = 0.4521

samples = 7014
value = [2422, 4592]

class = 1

SIZE_OF_HOUSE  75.5
gini = 0.4875

samples = 2477
value = [1434, 1043]

class = 0

True SIZE_OF_HOUSE  136.5
gini = 0.3407

samples = 4537
value = [988, 3549]

class = 1

False

POSTAL_CODE  2150.0
gini = 0.2997

samples = 839
value = [154, 685]

class = 1

POSTAL_CODE  2975.0
gini = 0.3416

samples = 1638
value = [1280, 358]

class = 0

SIZE_OF_HOUSE  60.5
gini = 0.4997

samples = 170
value = [87, 83]

class = 0

CONSTRUCTION_YEAR  1906.5
gini = 0.1802

samples = 669
value = [67, 602]

class = 1

POSTAL_CODE  1515.0
gini = 0.375

samples = 76
value = [19, 57]

class = 1

CONSTRUCTION_YEAR  1921.5
gini = 0.4002
samples = 94

value = [68, 26]
class = 0

SIZE_OF_HOUSE  39.0
gini = 0.4592
samples = 14
value = [9, 5]

class = 0

SCHOOL_DISTANCE_1  527.9399
gini = 0.2706
samples = 62

value = [10, 52]
class = 1

(...) (...) (...) (...)

SUPERMARKET_DISTANCE_1  29.51
gini = 0.162

samples = 45
value = [41, 4]

class = 0

SIZE_OF_HOUSE  70.5
gini = 0.4948
samples = 49

value = [27, 22]
class = 0

(...) (...) (...) (...)

SIZE_OF_HOUSE  54.5
gini = 0.4922
samples = 48

value = [21, 27]
class = 1

CONSTRUCTION_YEAR  1998.0
gini = 0.1372

samples = 621
value = [46, 575]

class = 1

SCHOOL_DISTANCE_1  153.245
gini = 0.2975
samples = 22
value = [4, 18]

class = 1

POSTAL_CODE  3200.0
gini = 0.4527
samples = 26
value = [17, 9]

class = 0

(...) (...) (...) (...)

SIZE_OF_HOUSE  67.5
gini = 0.1141

samples = 609
value = [37, 572]

class = 1

SUPERMARKET_DISTANCE_1  42.965
gini = 0.375

samples = 12
value = [9, 3]

class = 0

(...) (...) (...) (...)

SIZE_OF_HOUSE  88.5
gini = 0.256

samples = 1221
value = [1037, 184]

class = 0

SIZE_OF_HOUSE  116.5
gini = 0.4863

samples = 417
value = [243, 174]

class = 0

POSTAL_CODE  2350.0
gini = 0.4435

samples = 232
value = [155, 77]

class = 0

POSTAL_CODE  2550.0
gini = 0.193

samples = 989
value = [882, 107]

class = 0

SIZE_OF_HOUSE  77.5
gini = 0.0915

samples = 104
value = [99, 5]

class = 0

POSTAL_CODE  2725.0
gini = 0.4922

samples = 128
value = [56, 72]

class = 1

(...) (...) (...) (...)

SIZE_OF_HOUSE  161.5
gini = 0.0454

samples = 301
value = [294, 7]

class = 0

POSTAL_CODE  2695.0
gini = 0.2484

samples = 688
value = [588, 100]

class = 0

(...) (...) (...) (...)

POSTAL_CODE  3395.0
gini = 0.4359

samples = 162
value = [52, 110]

class = 1

POSTAL_CODE  3395.0
gini = 0.376

samples = 255
value = [191, 64]

class = 0

POSTAL_CODE  3085.0
gini = 0.32

samples = 110
value = [22, 88]

class = 1

SIZE_OF_HOUSE  98.5
gini = 0.4882
samples = 52

value = [30, 22]
class = 0

(...) (...) (...) (...)

POSTAL_CODE  3175.0
gini = 0.4717

samples = 126
value = [78, 48]

class = 0

CONSTRUCTION_YEAR  1970.5
gini = 0.2173

samples = 129
value = [113, 16]

class = 0

(...) (...) (...) (...)

POSTAL_CODE  7995.0
gini = 0.21

samples = 2885
value = [344, 2541]

class = 1

CONSTRUCTION_YEAR  1994.5
gini = 0.4757

samples = 1652
value = [644, 1008]

class = 1

SIZE_OF_HOUSE  118.5
gini = 0.1306

samples = 1752
value = [123, 1629]

class = 1

POSTAL_CODE  8285.0
gini = 0.314

samples = 1133
value = [221, 912]

class = 1

CONSTRUCTION_YEAR  2005.5
gini = 0.0904

samples = 1349
value = [64, 1285]

class = 1

POSTAL_CODE  4045.0
gini = 0.2499

samples = 403
value = [59, 344]

class = 1

CONSTRUCTION_YEAR  1954.5
gini = 0.0788

samples = 1290
value = [53, 1237]

class = 1

POSTAL_CODE  4025.0
gini = 0.3034
samples = 59

value = [11, 48]
class = 1

(...) (...) (...) (...)

POSTAL_CODE  3895.0
gini = 0.4938
samples = 36

value = [16, 20]
class = 1

CONSTRUCTION_YEAR  2012.5
gini = 0.2069

samples = 367
value = [43, 324]

class = 1

(...) (...) (...) (...)

SIZE_OF_HOUSE  76.5
gini = 0.4982

samples = 249
value = [117, 132]

class = 1

CONSTRUCTION_YEAR  1993.0
gini = 0.2076

samples = 884
value = [104, 780]

class = 1

SIZE_OF_HOUSE  65.5
gini = 0.29

samples = 125
value = [22, 103]

class = 1

POSTAL_CODE  8245.0
gini = 0.3584

samples = 124
value = [95, 29]

class = 0

(...) (...) (...) (...)

POSTAL_CODE  8435.0
gini = 0.1584

samples = 784
value = [68, 716]

class = 1

SIZE_OF_HOUSE  105.5
gini = 0.4608

samples = 100
value = [36, 64]

class = 1

(...) (...) (...) (...)

SIZE_OF_HOUSE  223.0
gini = 0.4441

samples = 1409
value = [469, 940]

class = 1

SUPERMARKET_DISTANCE_1  3380.5151
gini = 0.4031

samples = 243
value = [175, 68]

class = 0

SUPERMARKET_DISTANCE_1  1352.8049
gini = 0.4199

samples = 1227
value = [368, 859]

class = 1

SIZE_OF_HOUSE  372.5
gini = 0.494

samples = 182
value = [101, 81]

class = 0

POSTAL_CODE  4160.0
gini = 0.4479

samples = 942
value = [319, 623]

class = 1

SIZE_OF_HOUSE  175.5
gini = 0.2847

samples = 285
value = [49, 236]

class = 1

(...) (...) (...) (...)

POSTAL_CODE  7895.0
gini = 0.5

samples = 157
value = [78, 79]

class = 1

CONSTRUCTION_YEAR  1903.0
gini = 0.1472
samples = 25
value = [23, 2]

class = 0

(...) (...) (...) (...)

SIZE_OF_HOUSE  166.5
gini = 0.3833

samples = 236
value = [175, 61]

class = 0

gini = 0.0
samples = 7
value = [0, 7]

class = 1

POSTAL_CODE  8025.0
gini = 0.4624

samples = 124
value = [79, 45]

class = 0

SCHOOL_DISTANCE_1  664.175
gini = 0.2449

samples = 112
value = [96, 16]

class = 0

(...) (...) (...) (...)



Cross Validation
In case your data set is not that large (and perhaps anyhow), one can train on 
most of it, and then test on the remaining 1/k fraction.

This is then repeated for each fold… CPU-intensive, but smart for small data 
samples.
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Random Forests
The many trees in a (forest of) decision trees increases the power of the decision 
tree algorithm.
To classify a new object from an input vector, give the input vector to each each of 
the trees in the forest. Each tree gives a classification, and we say the tree "votes" 
for that class. The forest chooses the classification having the most votes (over all 
the trees in the forest).

However, in (boosted) decision trees, the output is correlated, which leads to a 
decreased performance. The solution is to train on a Random Forest!
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Random Forests
Each tree is grown as follows:
• If the number of cases in the training set is N, sample N cases at random - but 

with replacement. This sample will be the training set for growing the tree.
• If there are M input variables, a number m << M is specified such that at each 

node, m variables are selected at random out of the M and the best split on 
these m is used to split the node. The value of m is held constant.

• Each tree is grown to the largest extent possible. There is no pruning.

The forest error rate depends on two things:
• The correlation between any two trees in the forest. Increasing the correlation 

increases the forest error rate.
• The strength of each individual tree in the forest. A tree with a low error rate is 

a strong classifier. Increasing the strength of the individual trees decreases the 
forest error rate.

Reducing m reduces both the correlation and the strength. Increasing it increases 
both. Somewhere in between is an "optimal" range of m - usually quite wide. This 
is the only adjustable parameter to which random forests is somewhat sensitive.

12



Random Forests
Features of Random Forests:
• It is unexcelled in accuracy among current algorithms.
• It runs efficiently on large data bases.
• It can handle thousands of input variables without variable deletion.
• It gives estimates of what variables are important in the classification.
• It has an effective method for estimating missing data and maintains accuracy 

when a large proportion of the data are missing.
• It has methods for balancing error in class population unbalanced data sets.
• It computes proximities between pairs of cases that can be used in clustering, 

locating outliers, or (by scaling) give interesting views of the data.
• The capabilities of the above can be extended to unlabeled data, leading to 

unsupervised clustering, data views and outlier detection.
• It offers an experimental method for detecting variable interactions.

For these reasons, the Random Forest algorithm has lately been in vogue.
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XGboost - a neat little story!

Event as seen by the TRT detector. The occupancy is near 100%, rendering reconstructing void!
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The HiggsML Kaggle Challenge

15

CERN analyses its data using a 
vast array of ML methods. CERN 
is thus part of the community 
that developpes ML!

After 20 years of using Machine 
Learning it has now become very 
widespread (NN, BDT, Random 
Forest, etc.)

A prime example was the Kaggle 
“HiggsML Challenge”. Most 
popular challenge of its time! 
(1785 teams, 6517 downloads, 
35772 solutions, 136 forums)



XGBoost history
The many algorithms, 
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While Tianqi Chen did not win
himself, he provided a method 
used by about half of the teams, 
the second place among them!

For this, he got a special award 
and XGBoost became instantly 
known in the community.



XGBoost history
The many algorithms, 
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While Tianqi Chen did not win
himself, he provided a method 
used by about half of the teams, 
the second place among them!

For this, he got a special award 
and XGBoost became instantly 
known in the community.



XGBoost algorithm
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The algorithms is documented on the arXiv: 1603.02754



XGBoost algorithm
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The algorithms is an extension of the decision tree idea (tree boosting), using 
regression trees with weighted quantiles and being “sparcity aware” (i.e. 
knowing about lacking entries and low statistics areas of phase space).

Unlike decision trees, each regression tree contains a continuous score on each 
leaf:



XGBoost algorithm

20

The method’s speed is partly 
due to an approximate but fast 
algorithm to find the best splits.



XGBoost algorithm
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In order to “punish” complexity, the cost-function has a regularised term also: 



XGBoost
As it turns out, XGBoost is not only very performant but also very fast…
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XGBoost
As it turns out, XGBoost is not only very performant but also very fast…
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But this will of course only last for so long - new algorithms see the light of day 
every week… day?

 —  —  —  —  —  —  —  —  —  shortly after —  —  —  —  —  —  —  —  —  

Meanwhile, LightGBM has seen the light of day, and it is even faster…
Which algorithm takes the crown: Light GBM vs XGBOOST?

https://www.analyticsvidhya.com/blog/2017/06/which-algorithm-takes-the-crown-light-gbm-vs-xgboost/


XGBoost
As it turns out, XGBoost is not only very performant but also very fast…
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But this will of course only last for so long - new algorithms see the light of day 
every week… day?

 —  —  —  —  —  —  —  —  —  shortly after —  —  —  —  —  —  —  —  —  

Meanwhile, LightGBM has seen the light of day, and it is even faster…
Which algorithm takes the crown: Light GBM vs XGBOOST?

Very good blog with introduction to tree based learning

https://www.analyticsvidhya.com/blog/2017/06/which-algorithm-takes-the-crown-light-gbm-vs-xgboost/
https://www.analyticsvidhya.com/blog/2016/04/tree-based-algorithms-complete-tutorial-scratch-in-python/

