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Introduction

○ To calculate a risk premium insurance companies will usually model claim frequency and 

size/severity separately based on previous claims experience

○ In practice, both frequency and severity modelling is done using Generalized Linear Models 

(GLM):

for g,h: R -> R and where F and S are assumed independent and to follow distributions from 

the exponential families

○ In this project we only model the claim severity, i.e. E(S|X)

○ The goal is to come up with good ML alternatives to the run-of-the-mill GLM approach 

described above

Context

Scope
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• Approximately 30,000 theft/burglary-coverage claims from Codan Forsikring

• Response variable is the total claim cost after accounting for deductibles (‘selvrisiko’)

• Features, in the form of policyholder information, includes:

Continuous Features

Code Description

afst_politi Distance to nearest police station

forsum Sum insured

selvrisk Deductible

Categorical Features

Code Description

Bareal Home/building size (intervals of m2)

byg_anvend_kode

Home/building category (apartment, 

house etc.)

geo Geographical area type

Segment Policyholder segment

zone Risk zone (grouped by postal code)

aldersgruppe Age (intervals)

Comments

Dataa
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1. Few very large claims

2. Some factor levels were represented by only a 

couple of data points (in particular 

home/building category)

3. Large variance and different order of magnitude 

of numerical features 

1. Cap claim sizes at 100,000 DKK

2. Remove commercial-type buildings 

3. Normalize and log-transform numerical features 

where necessary

Issues

Solutions

Dataa

Claim Sizes
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Tree

• Model choice

• LightGBM

• Categorical variables

• No one-hot encoding needed

• Model objective

• Gamma
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• Underpredicts large claims

• Over predicts small claims

• Training time : 0.45 sec

• RMSE = 17215

Predictions v Truth Comments

Relative Error

Tree – Training
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• Taking the mean and grouping

• Have to keep in mind what kind of product we are dealing with

Comments

Predicted Group Means

Tree - Grouped
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• The ordering is very 

much what we 

expected.

Feature ImportanceComments

Tree – Feature Importance
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Neural Network

● Numerical variables

○ Log transformed Sum Insured

○ Scaled by subtracting mean and dividing by 

variance

● Categorical variables

○ One Hot encoded

○ 9 features -> 38 features

● Target variable

○ No transformation
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• Loss Function
○ ‘Outlier’ sensitivity
○ Need the model to not ignore larger values

• Red line indicates ‘perfect’ prediction

● Guesses too low ● Much better fit for the mean

● MAE for small loss, close to MSE for 

larger

● Additional parameter to optimize, ‘when is 

a loss small?’

● Could not outperform MSE on our data 

Comments

MAE MSE Ber-Hu

Neural Network – Loss Function
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• MSE loss function

• Deep vs Shallow

• Overfit with deep structure, dropout and batch normalisation did not resolve

• Optimised with grid search for final setup (although no CV due to computational cost)

• 15x15x15x1 structure, with ReLU activation and batch normalisation between each layer

• LR 0.001, batch size 256 

• Resulting RMSE: Mean 17348 and std.dev. 183 using 5-fold cross validation

• GPU (Google Colab) Training Time: Approx. 53 seconds (pr fold)

Comments

Structure and Loss

Neural Network – Final Architecture
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● We are hitting the mean, but neither high nor low 

values

Comments

Predicted Group Means

Predictions

Neural Network – Final Architecture
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• LIME, a way to explain machine learning output. 

Alternative to SHAP and feature importance.

• Most significant feature is a low deductible

• Larger sum insured makes for a larger prediction

• Overall expected result, but deductible perhaps too 

significant

Comments

Neural Network – Predictions & Lime

Lime Output
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• 6 Predictions explained  

• 2 high value, 2 low value and 2 around 

mean

• High predictions dependent on type of house and 

large sum insured

• Lower prediction lives in apartment and has small 

deductible.

Comments Lime Output

Neural Network – Predictions & Lime
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• Results from a GLM

Comments

Predicted Group Means Claim Size Predictions

Concluding remarks and outlook
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Model Mean RMSE (5-fold) Std. Dev. (5-fold) Computation Time (pr 

fold)

LGBM 17355 210 0.45 seconds

NN 17348 183 53 seconds

GLM (non-ML) 17354 271 0.44 seconds

Method Comparison

Final Comments

• ML in insurance companies and regulatory issues
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APPENDIX



Tree grouped plots with labels
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Tree grouped plots with labels
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Tree Random search

Ran Random search, for 200 iterations with 5 split cv.

n_estimators was kept at 1000, but early stopping was used in final model.
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Cross Validation NN

● NN regressor grid search output sorted by loss in ascending order
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Ber-Hu Loss

Based upon : 

https://arxiv.org/abs/1207.

6868

Formula:

Should give more weight to larger 

errors, but with an adaptive c 

converge towards MAE.

Need to choose c, in our test we used 

⅕ * max(abs(x)) with x being the 

error.
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Lime

Based upon : 

https://arxiv.org/abs/1602.

04938

Algorithm:

1. Permute observation with slightly 

different values pr. permutation

2. Compute difference between 

permutation and true value

3. Predict by selected model on 

permuted data

4. Select top features to explain 

prediction

5. Fit simpler regression model based 

upon selected feature

6. Use resulting feature weights from 

simple model to explain prediction.

For further explanation see

https://uc-r.github.io/lime

Selected HP:

n_features = 10,

n_permutations= 5000

dist_fun = “Manhattan”

feature_select = 

“lasso_path”
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