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e Pre-Processing 4
- Categorical Inputs: ACtype, Config, Version.
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e ACtype and Config turned into integers == Ordinal Encoder
e Version divided into 3 integers (NaNs as well): F (first class), C (club), Y (economy)
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Normalization of non-categorical data (input and prediction):

e Multi-peak data == Quantile range 10/90%
e Scaled * 200 (to match categorical)
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Neural Network Structure

Input Layer: 17 inputs Activation: relu, softplus, selu
/\ \ Number of Dense layers: 1-3 Optimizer: Adam, AdaMax
i Layer Size: 4-30 Learning rate: 0.0001-0.1 (log sampling)
Dropout: 0-0.5 loss=MSE
Output Layer: 4 regressions
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o Results of First Hyperparameter Search
e A random search of 250 trials, training for 20 epochs max but
with early stopping and a patience of 4 epochs
First hyperparameter search using random search
layer_size_0 dropout_fraction_0
§ activation_1 layer_size_1
S dropout_fraction_1 layer_size_2 dropout_fraction_2
:
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~ Example Model

m L] n
\ @ After flndlng gOOd HP Predicted against true values for test set, example model

MSE = 0.158

N Ocandidates in the
"o O search, models were
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trained with cross
validation
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O of the networks
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Validation loss during training of top architechtures found in searches

Ranked 1 in search Ranked 2 in search Ranked 3 in search Ranked 4 in search Ranked 5 in search
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Cross-validation split
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omAn ensemble model

\

) -
) “was constructed using
0 ()

the top n models from
a total of 150 trained

models

@)

e The ensemble size (n)
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iy and aggregation
- method was chosen to

~ minimize the loss on

othe training set
‘ ~N =4, aggregation =

‘ median

L & The Final Neural Net Model

Predicted against true values for test set

MSE = 0.054
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1. Train the model
3. Score on test set: MSE = 0.032
Score on individual decision tree: MSE = 0.442




G XGBoost Regressor (2)
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Predicted against true values for test set
\ ) MSE = 0.032
’n ()
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Super model permutation feature importance

Feature Permutation Importance
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Optlmlz-«’ e the NN

e Optimization problem can be done with the final model
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