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B-jet regression

• A b-jet is a beam of particles produced by a 
collision event between high-energy 
particles. 

• Compare our results with ATLAS prediction.

• Evaluation: average and standard deviation 
of prediction/truth, mean absolute relative 
error
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Scalar Format Data

• 780206 data

• XGBoost already better than 
ALTAS!

12/06/2024 5780206 rows × 725 columns

How to make that even better?



Scalar Format Data

• 780206 data with 721 
characters

• XGBoost already better than 
ALTAS!

12/06/2024 6780206 rows × 725 columns

How to make that even better?

Vector format data contain more information!



Vector Format Data

• 3 groups: 'charged_pf', 'neutral_pf', and 'scalar', each containing 780,206 data 
tensors(highly irregular shape) corresponding to that in scalar format data.

• Scalars in a single vector represent different characters.
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Vector1

(with 25 characters)

Single ‘scalar’ tensor
       shape=(1,25)

Vector1
Vector2

·
·
·

Vector70

(each with 12 characters)

Single ‘charged_pf’ tensor
         shape=(70,12)

Vector1
Vector2

·
·
·

Vector56

(each with 46 characters)

Single ‘neutral_pf’ tensor
       shape=(56,46)



Vector Format Data

• Lots of invalid data exist in ‘charged_pf’ and ‘neutral_pf’, which would cause 
huge data noise.
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1 tensor in ‘charged_pf’
(totally 780000)

valid

noice



Vector Format Data

• Lots of invalid data exist in ‘charged_pf’ and ‘neutral_pf’, which would cause 
huge data noise.
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1 tensor in ‘charged_pf’
(totally 780000)

valid

noice

Too difficult for Tree-based Methods！



Transformer

• Self-attention
• Long distance dependency capture
• Multi-head attention(Multi self-attention with different weight)

• Inter-layer parallelism
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Suitable for such complex and highly irregularly shaped data



Transformer Architecture
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Transformer : Vectors input 

[Vec1] [Vec1], [Vec2],..., [Vec70] [Vec1], [Vec2],..., [Vec45]

Scalar            Charged_pf Neutral_pf

dim = 17              dim = 11 dim = 45

Sample 1

Sample 2

Sample 780,000
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Linear Linear Linear

concatenate

self_attention

Linear(1)
Linear,drop,norm

cross_attention

   self_attention

Linear, drop, norm
Normalization

Normalization

Normalization

transformer_decoder

transformer_encoder
transformer
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Linear Linear Linear

concatenate

self_attention

Linear,drop,norm

Normalization

transformer_encoder

[Vec1] [Vec1], [Vec2],..., [Vec70] [Vec1], [Vec2],..., [Vec45]
dim = 17              dim = 11 dim = 45
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[Vec1] [Vec1], [Vec2],..., [Vec70] [Vec1], [Vec2],..., [Vec45]
dim = 128              dim = 128 dim = 128

Linear Linear Linear

concatenate

self_attention

Linear,drop,norm

Normalization

transformer_encoder
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[Vec1],    [Vec2],    [Vec3],     ..., [Vec116]
dim = 128        

Linear Linear Linear

concatenate

self_attention

Linear,drop,norm

Normalization

transformer_encoder
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[Vec1],    [Vec2],    [Vec3],     ..., [Vec116]
dim = 128        

Linear Linear Linear

concatenate

self_attention

Linear,drop,norm

Normalization

transformer_encoder
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Transformer
mre:
0.134

XGBoost
mre:0.140
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How to improve it to beat XGBoost?

• Point 1:  Attention WITHIN each group

• Point 2:  Is decoder necessary?

Individual attention for charged_pf, neutral_f

Simplify transformer

[Vec1] [Vec1], [Vec2],..., [Vec70] [Vec1], [Vec2],..., [Vec45]

Scalar            Charged_pf Neutral_pf

dim = 17              dim = 11 dim = 45
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Linear,ReLU LInear,ReLU Linear,ReLU

dropout

self-attention self-attention

concatenate dropout

ReLU

normalization

pooling_1D

self_attention

Linear(1)

dropout dropout

Modified transformer
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Modified 
Tranformer
mre:
0.125

Transformer
mre:
0.134

XGBoost
mre:0.140
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Linear Linear Linear

dropout

self-attention self-attention

concatenate

dropout

ReLU

normalization

pooling_1D

selfattention

Linear(1)

positional_encoding



Optimization & Techniques
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Experiences

• Layer architecture

• Hyperparameter: Dropout rate, Learning rate, Nheads…

• Loss function: MAE, MRE, Log_response, MSE…
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Tensor Processing Unit ( TPU)

• Specialization

• High-Efficiency Computing

• Low Power Consumption
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MASK

Good for Attention Mechanism
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Learning Rate

“But, there is no reason to consider a fixed value for the learning rate!”
[Troels C. Petersen (NBI)]
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Early Stopping and CallBacks

Saves us a lot of time and allows us not to miss the best model.
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Results and Comparison
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BDT ( XGBoost)

ATLAS_mre = 0.1582

XGB_mre = 0.1400
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Long Short-Term Memory ( LSTM)

ATLAS_mre = 0.1582

XGB_mre = 0.1400

LSTM_mre = 0.1316
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Transformer

ATLAS_mre = 0.1582

XGB_mre = 0.1400

LSTM_mre = 0.1316

Trans_mre = 0.1247
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Resolution Comparison ( Transformer VS ATLAS)
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Transformer Result in Different Momentum Intervals
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Dropout Layer

e.g.

Dropout(0.1)

• It means that each neuron in this layer has a 10% chance of being dropped 
out at each training step. This operation only occurs during training. 

• And during testing or prediction, the Dropout layer adjusts its outputs based 
on the drop rate to ensure the total output remains consistent.
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Bias

It could be related to loss function, layer structure, data volume and embedding 
dimension……

现在发现loss function 层结构 数据量和embedding dimension都有关系
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XGBoost

mre:0.140
Runningtime:
21.207 s
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Background

Embedding dim=
256
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Data Distribution
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Modified Transformer Loss vs. Epoch
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Linear,ReLU LInear,ReLU Linear,ReLU

dropout

self-attention self-attention

concatenate

dropout

ReLU

normalization

pooling_1D

Linear(1)

dropout dropout

self-attention

Transformer tried



Transformer tried
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Transformer tried
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All participants contributed evenly


