Problem Set

Summary of the problem set
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Problem 1.1

This problem was to exercise

the basic PDF skills.
Almost all had it correct.

The answer can be "guessed!
from simple principles.

fit)=Ce /" te 1o, o0

Te to/T

‘f(t) = %C (t—to)/T

20

() = / EF(t)dt =

) 1 [ - 9 -
(t*) = ~e "-"/m “Tdt =
T
to
(t*) = 27° + 2toT + 1§
o=1/({t2) - (t)° =
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The PDF to use
is a binomial
(or Poisson in
last problem).

Again, almost
everybody
solved it well.

Problem 1.2

Flipping coins follows an binomial distribution. So the chance of r successes in n trials
and with a probability given by p is:

n!

P(r;p,n) =p"(1 —P)"ﬁrr!(n—_r)! (4)

The change of getting one head in one throw is 50 %, p = 0.50. So the probability of
14 heads or more (20 > r > 14) in 20 throws (n = 20) is given by the sum over the

individual r’s probabilities:
20
Y P(r;p = 0.5,20) = 0.0577 (5)
r=14

So the probability of getting 14 or more heads in 20 throws is 5.77 %.
The change of getting 18 or more heads in twenty throws is given by the same distribu-
tion:

20
Y P(r;p = 0.5,20) = 0.000201 (6)

r=18

So it is extremely low. Now the next I do is simply to calculate a new binomial with the
new n (n = 100), p (p = 0.000201) and r (r = 1).

100
3" P(r;p = 0.000201, 20) = 0.0199 (7)
re=)

So barely two percent. Due to the low probability and high n, this could also have been
calculated by the use of Poison statistics.
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Problem 1.2

The PDF to use Flipping coins follows an binomial distribution. So the chance of r successes in n trials

is a binomial

and with a probability given by p is:

(or Poisson in D 1) ot e !
last problem). (ripyn) =p"(1=P)"" G (4)

Again, almost
everybody
solved it well.
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The change of getting one head in one throw is 50 %, p = 0.50. So the probability of
14 heads or more (20 > r > 14) in 20 throws (n = 20) is given by the sum over the
individual r’s probabilities:

20
/Z P(r;p = 0.5,20) = o.osb (5)
o r=14

e ¢« p=05,n=20 hore heads in 20 throws is 5.77 %.

- re heads in twenty throws is given by the same distribu-
' Y P(r;p = 0.5,20) = 0.000201 (6)
' =18
: the next I do is simply to calculate a new binomial with the
or=14 )0201) and r (r = 1).

---------------- ?----------- r

. . " P(r;p = 0.000201, 20) = 0.0199 (7)
: L s N l

5 10 15 20 =
Number of success. r to the low probability and high n, this could also have been

jon statistics.
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Combining

Problem 2.1

%=/ nadf 12.26 /5
measurements e ‘ Prob 0.03138
in a weighted : Weighted average G 6.466 + 0.1835
average, with a  85fp —  Twevale
Chi-square is - o
a requirement! 8;
7.5
p-value = 3.1% =
is suspicious, = 1
but not to be T frevees
rejected ASAP. ] Y R |
Combination is 43 ]
in agreement 5.5F :
i Teb! T 1 N " L \ el RN R T
with official G. : 2 3 r 5 8
Mean 10 ** m?/kgs | Uncertainty 10! m*/kgs | x? | Probability
Calculated 6.47 0.18 12.26 0.03
Fitted 6.47 0.18 12.26 0.03

The true value is G = 6.67384- 10" 'm3kg—'s~2, and therefore the measured value af G
is 1.13 sigma away, which is within the 95 (which is a fair limit) % confidence level. This
means that it matches the true value satisfactory.
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Problem 2.2

Problem might have _ . Note: This problem could have
benefitted from a ) been done/checked with MC!
figure:
Hist T 7
Numbers chosen not ; Friven e
to lead to too v 300; - ?‘Miz' . 12:.“;(‘1-23
large improvement. vso] Prob T
| B R e
MOSt did OK... EC'Z)E * éfjﬂ‘:'l 290—(5';-2_1&-57
A B C { 1
L o 150 / i
or = 3.14 ""#11 3x10°m/mK-2.5K - ‘\
T 982m/s? § | ’,,’ ‘
> 3 | ra ;
or =283 x10°5VL > e N
\El 2%0485 20049 2.00495 2005 200505 20051 200515 20052
. 2 . 2 ‘ . ."I . »
o2 — dﬁa * dLp 9 dL;\ (OLg o2 or =my | — (L.6a — 0.63) o
E=\er ™ 8o, T ar )\ oT )" Vs
) P ‘ , ) S
o? = (1.6Lao;)” + (0.6L30;)" — 2-1.6-0.6L*afc? or =1.7x10 Wi‘ﬁ

o1, = Loy(1.6c — 0.65)
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Problem 2.3

2.3 The index of refraction for sugar solution in water is measured to be:

Sin By _ sin 25.21° — 1.385

PPN T P — S [ —
: T gin 6. 17.91° ——

with an error calculated to be:

2 . 2] 1/2
cos b, cos B, sinf_;,
ag; = Nair— 5 09,air + | Mair .2 TG s
sin . sin“ 6,

= (0.008

The percentage of the solution assuming a linear interpolation is given by P
75(n—1.3330) . . . . :
15711 aaag where n is the index of refraction and P is the percentage of the solution.
For the above numbers we get:

_ 75(n, — 1.3330)

il 1.4774 — 1.3330
= 27%
75
= .0.008
TP = 14774 — 1.3330
— 4%
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Probxlem 3.1

Normalization and , flz) =223
transformation 1= / Cz 7 dx y
method. 1 s -
~ F(:z:)=/2:z P=—z 41
1 2
I was happy to see, 1= [ ~C§:z: ] | 1
that almost all of 1 u=F(z)=-z'"2+1
you can now produce C=2 , 1
numbers according o3 T = ——
. . . T)=2r .
to any distribution. f(z) Vi-u
Random f(x) ‘
§ - Entries 1000
e 80 Mean 1.644
4 - RMS 0.7348 |
© 720F
60;
so:
40—
30—
20i
10F
% s I 1 A 25 3 35 4 45 5

Value
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Problem 3.2

10 . o) . 6
) i N7 k While this problem can in principle
(R)y=3) [-+6) T+10) == be calculated by hand (i.e.
- i=1 k=1 analytically), Monte Carlo is
157 . superior (or at least faster).
(R)= == =185

l\..

S (Sa)) (25 (B2) ) e (S5 (28))-

| o=9.24
(z — 78.5)%

Paus(z > 100, p = 78.5,0 = 9.242) e 2-9.242% (g

/\/‘2 T % 9.242

100

Enmtres 1000000

— 0.01000 ?Jl)': "u‘. Moan 78.48
o] : H'H \
Despite being discreet distributions, |
central limit theorem works well.
However, not perfectly... =
PsuleOO - 110:}5001% 0% — 5 .,
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Problem 4.1

35
35! 0.35
35
PNyr>6 = ZP: (1—=pe)™ " (35 —1)! = Electrons through TRT
r=T7 PAME ' 0.30 (p = 0.226, n = 35)
Py...—s = 0.706 Pions through TRT
A 0.25 (p = 0.042, n = 35)
35
35!
i o — r - RSB o __=we = 0.20
Piir>6 = pr (1=py) r! (35 —r)! = 0
T 27 0.15
Py, 6 = 0.000548
0.10
g:ssoo;'
fooo§ 0.05
2500} 0.0, 5 10 15
2000! Number of HT
1500} The typical situation
1000! is a majority of pions
| Electron to be rejected.
- Pion .
o~ S As it turns out, one
| gets 80% purity for
-~ N(HT) = 7
S T I N I

Number of Straw Hits
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Problem 5.1

Looking at the fit for the data in Figure 5 we can see that we get x? of 31.29 with 9 degrees
of freedom. Yielding a y2-probability of 0.0003, not a good fit, I'm sure that we can do better!
Lets look!

TROELS HAR UDFORDRET DIG TIL D-D-D-D-D-DUUUUUEEEEEEELLL!

?Using alternative hypotheses with a maximum of 3 parameters, make my day!” -

Troels C. Petersen

[ -~ Entries 12

§ 120; Mean 0.1009

The mean is § T ?M%a' 163519
consistent with g Prob 0.05993
100 p0 1162 + 4.8

zero: 0.10 = 0.08 p1 5528 + 0.034
L 0.01793 = 0.03200

I

The Gaussian fit is 80
easy, but doesn't

fit: p = 0.0003 80

IIITIIIT

Note that any PDF -
can be assumed to
have a mean of

zero!

n
o
]ll

|

' l ' ' A l ' A ' J ' ' A | | '
-8 -4 -2 0 2 - 6
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Problem 5.1

Looking at the fit for the data in Figure 5 we can see that we get x? of 31.29 with 9 degrees
of freedom. Yielding a y2-probability of 0.0003, not a good fit, I'm sure that we can do better!
Lets look!

TROELS HAR UDFORDRET DIG TIL D-D-D-D-D-DUUUUUEEEEEEELLL!

" Using alternative hypotheses with a maximum of 3 parameters, make my day!” -

Troels C. Petersen

Raw data fitted with a Gauss and a Cosine

The mean is 120/ /
consistent with :
zero: 0.10 = 0.08 100/
The Gaussian fit is 80,
easy, but doesn't [
fit: p = 0.0003 60|

Note that any PDF

40
can be assumed to .
have a mean of . Gaussian P =0.000263
20:
zero! j Cosine P =0.790278
e M T S 6
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Problem 5.2

> -
1.4 — Linear fit:
~ %2 / ndf 298.3/12
1.2 B Prob 0
= p0 0.2356 + 0.01129
B pi 0.8754 + 0.01326
1
- _ [ prtpaAx—po) for x<po
081 €)= { p1+p3(x—po) for x> pg
. 2 1 ndf 5.696 /10
06 Prob 0.8401
- p0 0.7504 + 0.02357
0.4~ p1 1.052 + 0.02325
- p2 1.332 + 0.0378
o p3 0.4179 + 0.03779
|/ | 1 | l 1 1 | l | | 1 l 1 | 1 l 1 | | 1 | 1 1 l | 1 | l | 1
0 0.2 0.4 0.6 0.8 1 1.2 1.4

X
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Final Comments
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