
Applied Statistics
Binomial, Poisson, and Gaussian

“Statistics is merely a quantization of common sense”

Troels C. Petersen (NBI)
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Probability Density Functions
A Probability Density Function (PDF) f(x) describes the probability of 
an outcome x:

probability to observe x in the interval [x, x+dx] = f(x) dx

PDFs are required to be normalized:

The expectation value (aka. mean) and the variance (i.e. standard 
deviation squared) are then defined as follows:
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Probability Density Functions
The number of PDFs is infinite, and nearly so is the list of known ones:

And surely more!
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Probability Density Functions
An almost complete list of those we will deal with in this course is:
• Gaussian (aka. Normal)
• Poisson
• Binomial (perhaps also Multinomial)
• Students t-distribution
• Uniform
• ChiSquare
• Exponential

You should already know most of these, and the rest will be explained.
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Binomial, Poisson, Gaussian

Given N trials each with p chance of 
success, how many successes n 
should you expect in total?

This distribution is… Binomial:

Mean = Np
Variance = Np(1-p)

This means, that the error on a 
fraction f = n/N is:

f(n;N, p) =
N !

n!(N�n)!
pn(1�p)N�n

�(f) =

r
f(1�f)

N

f(n;N, p) =
N !

n!(N�n)!
pn(1�p)N�n
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Binomial, Poisson, Gaussian
You count 100 cars, and see 15 red cars. What is your
estimate of the fraction (i.e. probability) of red cars and 
its uncertainty?

a) 0.150 ± 0.050
b) 0.150 ± 0.026
c) 0.150 ± 0.036
d) 0.125 ± 0.030
e) 0.150 ± 0.081

A friend tells you, that 8% of the cars on Blegdamsvej
are red. What is the chance of that? Could he be right?

From previous page: �(f) =

r
f(1�f)

N
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Binomial, Poisson, Gaussian
You count 100 cars, and see 15 red cars. What is your
estimate of the fraction (i.e. probability) of red cars and 
its uncertainty?

a) 0.150 ± 0.050
b) 0.150 ± 0.026
c) 0.150 ± 0.036
d) 0.125 ± 0.030
e) 0.150 ± 0.081

A friend tells you, that 8% of the cars on Blegdamsvej
are red. What is the chance of that? Could he be right?

From previous page: �(f) =

r
f(1�f)

N

(0.150 - 0.080) / 0.036 = 1.9 σ

Tuesday, September 3, 13



Binomial, Poisson, Gaussian
Requirements to be Binomial:
• Fixed number of trials, N
• Independent trials.
• Only two outcomes (success/failure).
• Constant probability of success/failure.

If number of possible outcomes is more than two ⇒ Multinomial distribution.

Examples of Binomial experiments:
• Tossing a coin 20 times counting number of tails.
• Asking 200 people if they watch sports on TV.
• Rolling a die to see if a 6 appear (Multinomial for all outcomes!).
• Asking 100 die-hards from Enhedslisten, if they would vote
    for Konservative at the next election!

Examples which aren’t Binomial experiments:
• Rolling a die until a 6 appears (not fixed number of trials).
• Drawing 5 cards for a poker hand (no replacement ⇒ not independent)
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Binomial, Poisson, Gaussian
If N → ∞ and p → 0, but Np → λ then a Binomial approaches a Poisson:

In reality, the approximation
is already quite good at e.g.
N=50 and p=0.1.

The Poisson distribution only
has one parameter, namely λ.
Mean = λ
Variance = λ

So the error on a number is...

...the square root of that number!
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Binomial, Poisson, Gaussian
If N → ∞ and p → 0, but Np → λ then a Binomial approaches a Poisson:

In reality, the approximation
is already quite good at e.g.
N=50 and p=0.1.

The Poisson distribution only
has one parameter, namely λ.
Mean = λ
Variance = λ

So the error on a number is...

...the square root of that number!

The error on a 
(Poisson) number...
is the square root 
of that number!!!
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The error on a 
(Poisson) number...
is the square root 
of that number!!!

Note: The sum of two Poissons with λa and λb is a new Poisson with λ = λa + λb.
(See Barlow pages 33-34 for proof)
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Binomial, Poisson, Gaussian
Last year Denmark had 180 deaths in traffic. What is 
roughly the uncertainty on this number?

a) 5
b) 9
c) 14
d) 25
e) Cannot be determined from the information given.
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Binomial, Poisson, Gaussian
If λ→∞ and many other cases...                                           ...and for λ, 20 is enough!
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Binomial, Poisson, Gaussian
If λ→∞ and many other cases...                                           ...and for λ, 20 is enough!
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Binomial, Poisson, Gaussian

“If the Greeks had known it, they would have deified it. It reigns with serenity and in complete 
self-effacement amids the wildest confusion. The more huge the mob and the greater the 
apparent anarchy, the more perfect is its sway. It is the supreme Law of Unreason. Whenever 
a large sample of chaotic elements are taken in hand and marshaled in the order of their 
magnitude, an unsuspected and most beautiful form of regularity proves to be latent all 
along.” [Karl Pearson]

“If the Greeks had known it, they would have deified it.”
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Binomial, Poisson, Gaussian
Range Inside Outside
± 1� 68 % 32 %
± 2� 95 % 5 %
± 3� 99.7 % 0.3 %
± 5� 99.99995 % 0.00005 %

The Gaussian defines
the way we consider
uncertainties.

Tuesday, September 3, 13


