
Applied Statistics 
Exam - Solution & Discussion  

“Statistics is merely a quantization of common sense”

Troels C. Petersen (NBI)



Problem 1.1 (2+2 points)

Classic problem. Exponential with minimum (and thus mean) shifted by C, 
while width is left unchanged.



Problem 1.2 (3 points)



Problem 1.3 (5 points)

Another standard problem...



Problem 2.1 (2 points)

Simple... here well explained.



Problem 2.2 
(8 points)

First real challenge. Two equations
with two unknowns... but not too 
hard! The units are a bit crazy...

It is OK to give the resulting error
on B with two significant digits as
well (three is a bit too much!).

Extra points (beyond the 8) are
awarded for noting the the errors 
are actually quite large, and so the
error-propagation formula might 
not give a completely accurate 
result.
If an MonteCarlo is used to get a 
better result... that is fantastic!
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Problem 2.3 (3+4+4 points)

This was a harder problem 
than I first imagined.

First question has two 
acceptable solutions, 
depending interpretation.

Second question one has
to remember to include the 
10+ cases (at weight 10).

Third question was really 
hard! Simulation required.



Problem 3.1 (2+5+5 points)

The transformation method is
to be used for generating f(x,y),
and either that or the Hit&Miss 
for estimating the integral.

A plot is enough to show that 
they got the first two problems
right.

The estimate of the integral should 
have an uncertainty roughtly in 
the range 0.0007-0.0018 
(depending on interpretation of 
how to produce points).



Problem 3.2 
(3+4+4+4 points)

The first problem should either 
have a relevant integral (as shown) 
or a ratio argument.

The value should have an 
uncertainty of about 0.08 give and 
take a little (if people used 1000).

The higher l/L the better (till 1), so
l/L = 1 is optimal.

The last problem is not very precise,
but people should realize that one
gets a value of pi with 6 digits 
correct - and that this normally 
requires 1012 - 1014 throws. But not 
necessarily “unrealistic”, when 
N=213 and l/L = 5/6.
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Problem 
4.1 (9 points)

There are several ways 
to test this:
• ChiSquare test:
   Gives p = 57% (Chi2)
   Gives p = 54% (LLH)
Note that since the 
number of contries is 
known, one can 
actually have Ndof=9.
Also, one can choose 
to use Binomial errors.
• Kolmogorov test:
   Gives p = 94%
• Runs test is not
   enough (but fun!).
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Problem 4.2 (3+4+7 points)

The exponential fit 
does not very work, 
while including a 
constant makes the fit 
good (p=28%).

For the last problem, 
one can either estimate 
f(-98) ~ 1.65 ± 0.20 and 
combine this with the 
estimate, OR include 
the estimate as an 
additional point.
The final estimate 
should have errors, but 
including correlations 
between fit parameters 
is not required (bonus).



Problem 5.1 
(5+6+6 points)

The two distributions of goals somewhat 
have different averages. However, they 
are OK within about 1.6 σ.
The Kolmogorov test gives p ~ 50%.

They are really Poisson distributed. Note 
that this fit should ideally only have one 
parameter, namely λ, but a normalization 
is also OK.
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Problem 5.1 
(5+6+6 points)

As always there are several solutions.
The above lacks the uncertainty on ρ, 
but is otherwise nice.

The contingency table on the right is 
fully correct. Anything like it works.

Finally, Fisher’s exact method gives the 
answer (there is no obvious correlation).



General comments
There seems to be a tendency to loose more points towards the end of the 
exam. Perhaps the problems are harder, you were more tired, or there were too 
many problems. Anyhow, well done.



Solving fraction

1.92/2
1.89/2

2.68/3

4.29/5

1.61/2

6.08/8



Solving fraction

2.03/3
1.82/4

1.55/4

1.55/2
3.58/5

3.32/5



Solving fraction

2.58/3

2.92/4

2.47/4
2.82/4

7.26/9



Solving fraction
2.71/3
3.37/4

4.48/7

3.95/5

4.79/6

2.21/6


