Applied Statistics

Binomial, Poisson, and Gaussian

“Statistics is merely a quantisation of common sense”



Probability Density Functions

A Probability Density Function (PDF) f(x) describes the probability of
an outcome x:

probability to observe x in the interval [x, x+dx] = f(x) dx

PDFs are required to be normalised:
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The expectation value (aka. mean) and the variance (i.e. standard
deviation squared) are then defined as follows:
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Probability Density Functions

Example:
Consider a uniform distribution:

Calculating the mean and width:
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Probability Density Functions

The number of PDFs is infinite, and nearly so is the list of known ones:

Discrete distributions [ edt source | edt beta)

With finite support [ edt source  edt peta]

The Bernoull distribution, which takes vake 1 with
The Rademacher dstribution, which takes vake 1
The binomial dstribution, which descrbes the num!
The beta-oinomal dstribution, which descrbes the
The degenerate distribution at xp, where X is cerna
random vanables in the same formalsm.

The discrete uniform distribution, where all element
shuffled deck.

The hypergeometric dstnbution, which descnbes tf
there is no replacement.

The Poisson binomial dstribution, which describes
Fsher's noncentral hypergeometric distribution
Wallenius' noncentral hypergeometric distribution
Benford's law, which describes the frequency of th

With infinite support [ edt source  edt peta]

The beta negative binomal dstribution
The Boltzmann distribution, a discrete distribution |
analogue. Special cases include:
« The Gibbs dstnbution
+ The Maxwell-Boltzmann distribution
The Borel dstribution
The extended negative binomal dstrbution
The extended hypergeomeatnc dstribution
The generalized log-senes distribution
The generalzed normal distribution
The geometnic dstrbution, a discrete dstribution w
The hypergeometric distribution
The loganthmic (senes) dstrbution
The negative binomial dstribution or Pascal distrix
The parabolc fractal dstribution
The Poisson distribution, which describes a very I3
Poisson, the hyper-Poisson, the general Poisson &
« The Conway-Maxwel-Poisson dstribution, a tw
The Polya-Eggenberger distribution
The Skellam distribution, the distribution of the dify
The skew eliptical distribution
The skew normal distribution
The Yule—Simon distribution
The zeta dstrbution has uses in appled statistics
Zpt's law or the Zpf distribution. A discrete power-
The Zpl-Mandelorot law is a discrete power law dis

Continuous distributions [ edt source | edt beta]

Supported on a bounded interval [ edt source  edt
« The Arcsine dstrbution on [a,b], which is a speci.
« The Beta dstnbution on [0,1], of which the uniforr
« The Logitnormal distribution on (0,1).

« The Dirac delta function although not strictly a fur
but the notation treats it as if it were a continuous

« The continuous unform distribution on [a,b], when

« The rectangular distribution is a uniform distrib
« The Irwin-Hall dstnbution is the distnbution of the
« The Kent dstribution on the three-dmensional spr
« The Kumaraswamy dstrbution is as versatile as t
« The logarithmic distribution (continuous)
« The PERT dstribution is a special case of the bat
« The raised cosine dstribution on [ — 8. u + 8]
« The reciprocal distribution
« The trnangular dstrbution on [a, b), a special cast
« The truncated normal distribution on [a, b].
« The U-quadratic distribution on [a, b).
« The von Mses distribution on the circle.
« The von Mses-Fisher dstrbution on the N-dmens
« The Wigner semicircle distribution is important in t
Supported on semi-infinite intervals, usually [0,=)
« The Beta prme distribution
« The Bimbaum-Saunders dstribution, also known &
« The chi dstribution
« The noncentral chi distribution

« The chi-squared dstribution, which is the sum of 1
« The inverse-chi-squared dstribution
« The noncentral chi-squared distribution
« The Scaled-inverse-chi-squared distribution

« The Dagum distnbution

« The exponential dstribution, which describes the

« The F-dstrbution, which is the dstnbution of the |

ratio of two chi-squared vanates which are not nor

« The noncentral F-distribution

« Fsher's z-dstribution

« The folded normal distribution

« The Fréchet dstribution

« The Gamma dstribution, which describes the time
« The Erlang dstribution, which is a special cast
« The inverse-gamma distribution

« The generalzed Pareto dstribution

« The Gamma/Gompertz distribution

« The Gompertz distribution

« The half-normal distribution

« Hoteling's T-squared distribution

« The inverse Gaussian dstribution, also kn

« The Lévy dstrbution

« The log-Cauchy distribution

« The log-gamma distribution

« The log-Laplace dstribution

« The log-logistic distribution

« The log-normal dstribution, descnibing van

« The Mittag-Leffler distribution

« The Nakagam dstribution

« The Pareto distribution, or "power law" dist

« The Pearson Type |l| distribution

« The phased bi-exponential distribution is ¢

« The phased bi-Weibull distribution

« The Rayleigh dstribution

« The Rayleigh mxture dstribution

« The Rce dstribution

« The shifted Gompertz distribution

« The type-2 Gumbel dstribution

« The Webull dstrbution or Rosin Rammier

gnnding, milng and crushing operations.

Supported on the whole real line [ edt soun

« The Behrens—Fisher distribution, which ant

« The Cauchy dstrbution, an example of a ¢
resonance energy distrbution, impact and
Chemoft's distribution
« The Exponentially modfied Gaussian dstn
The Fisher-Tippett, extrems valkue, or log-

« The Gumbel dstribution, a special cast
Fsher's z-distribution
« The generalzed logistic distribution
« The generalzed normal distribution
« The geometric stable distnbution
The Holtsmark distribution, an example of
The hyperbolc distribution
The hyperbolic secant distribution
The Johnson SU distribution
The Landau distribution
The Laplace distribution
The Lévy skew alpha-stable distribution or
distribution, Lévy distribution and normal ¢
« The Linnik distribution
The logistic distribution
« The map-Airy distribution
The normal distribution, also called the Ga
independent, identically distnbuted vanabh
« The Normal-exponential-gamma distributior
« The Pearson Type |V distnbution (see Pes
« The skew normal distribution

« Student's t-dstribution, useful for estimating «
+ The noncentral t-distribution
« The type-1 Gumbel distribution
« The Voigt dstribution, or Voigt profile, is the ¢
« The Gaussian minus exponential distribution it
‘With variable support [ edt source ' edt petza]
« The generalzed extreme value dstrbution hat
parameter
« The generalzed Pareto distribution has a sup;
« The Tukey lambda distribution is either suppot
« The Wakeby distribution
Mixed discrete/continuous distributions [ ed:

« The rectified Gaussian distribution replaces m
Joint distributions [ edt source | edt bata)
For any set of independent random vanables the

Two or more random variables on the same sar

« The Dirichlet dstrbution, a generalzation of t
« The Ewens's samplng formula is a probabilty
The Baldng-Nchols model
« The multinomial distribution, a generalization ¢
« The multivanate normal distribution, a general
« The negative multinomial distribution, a gener:
« The generalzed multivanate log-gamma dstnt
Matrix-valued distributions [ edt source adt ¢
« The Wishart distribution
« The inverse-Wishart distribution
« The matrix normal dstribution
« The matnx t-distribution

Non-numeric distributions [ edt source ' edt |
« The categorical distribution

newton dstnbution

Miscellaneous distributions [ edt source | edt

« The Cantor distribution

« The generalzed logistic distribution family
« The Pearson dstrbution family

« The phase-type dstrbution

And surely more!



Probability Density Functions

The number of PDFs is infinite, and nearly so is the list of known ones:

Continuous distributions [ ed

. useful for estimating «
, also kn

Supported on a bounded interval

\ [a,b], when

nis & urd atrib .
The discrete uniform distribution, where all elemant alukstaintithesieey . T n, or “power law' dist
shutilacces + The Irwin-Hall distribution is the distribution of the . The 111 digtrinution
T'.é 1

Essentially, all models are wrong,

| but some are useful”
' [George E. P. Box, British Statistician, 1919-2013]
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And surely more!




Probability Density Functions

An almost complete list of those we will deal with in this course is:

e Gaussian (aka. Normal)

e Poisson

e Binomial (and also Multinomial)

e Students t-distribution

e Uniform

e ChiSquare

e Exponential

e Error function (integral of Gaussian)

You should already know most of these, and the rest will be explained.

0.25

0.20
I

0.10 0.15
! 1

0.00 0.05

0.40 T T 1.0 T T
1 1 *+ p=0.5and n=2 o0 b4 _ i °
Binomial e 035”7 Poisson  © A=l | ChiSquare
* p=0.5and n=40 e \—4 0.8+ —k=l1
0.30 H — k=2
O :V [ k=3
025 A=10 ok D ]
;”4 6 —— k=5 1
.. x 0.20 o9e ) ]
.. “o1sf o @ 04f .
. . 00 : :
. ‘ : 0.10 .OO %a - 1
. ve . ° )¢ e Q 02+ 1
R o0 . 0.05 Q I ]
- :oo-'w,.,-o:" "..: ":-o-unoo-a: ® ,\(‘@no\_n .* OO . 00_ \\
0 10 20 30 40 0.00%5 5 10 15 20 0 2 4 6 8



Binomial, Poisson, Gaussian

'
f(n; N,p) = > Pt (1=p) "

n!(N—n)!

Given N trials each with p chance of Note: n € N, NS [O, 1 ]
=10
success, how many successes n R =02 =02
should you expect in total? g "1 0N Z . g :
g sJd |\ 5 61 g 8
This distribution is... Blnomlalz 3R N O R 0102204000
NI
: N—n
n;N,p) = (11— _ _ g
FiNop) = o 17P) =3 3 i
Vot ERINERD EN
Variance = Np(1-p) g * g -
- 0 2 4 6 8 10 - 05 15 25 - 0 10 20 30 40 50
This means, that the error on a
. ) n=10 n= 30 n= 50
fraction f = n/N is: "I e p=08 p=038
O- (f) J— \/ o T T e S B B e s D B s e e
N 0 2 4 6 8 10 05 15 25 0 10 20 30 40 50
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Binomial, Poisson, Gaussian

You count 100 cars, and see 15 red cars. What is your
estimate of the fraction (i.e. probability) of red cars and
its uncertainty?

a) 0.150 + 0.050
b) 0.150 + 0.026
c) 0.150 + 0.036
d) 0.125 + 0.030
e) 0.150 + 0.081

From previous page: = f ( 1— f )
o(f) = \/ ~

A friend tells you, that 8% of the cars on Blegdamsve;
are red. What is the chance of that? Could he be right?




Binomial, Poisson, Gaussian

You count 100 cars, and see 15 red cars. What is your
estimate of the fraction (i.e. probability) of red cars and
its uncertainty?

a) 0.150 + 0.050
b) 0.150 + 0.026
c) 0.150 + 0.036 <
d) 0.125 + 0.030
e) 0.150 + 0.081

From previous page: = f ( 1— f )
o(f) = \/ ~

A friend tells you, that 8% of the cars on Blegdamsve;
are red. What is the chance of that? Could he be right?

(0.150 - 0.080) / 0.036 =19 ¢




Binomial, Poisson, Gaussian

Requirements to be Binomial:

® Fixed number of trials, N

e Independent trials.

® Only two outcomes (success/ failure).

e Constant probability of success/ failure.

If number of possible outcomes is more than two = Multinomial distribution.

Examples of Binomial experiments:

e Tossing a coin 20 times counting number of tails.
e Asking 200 people if they watch sports on TV.
e Rolling a die to see if a 6 appear (Multinomial for all outcomes!).
e Asking 100 die-hards from Enhedslisten, if they would vote
for Konservative at the next election!

Examples which aren’t Binomial experiments:

e Rolling a die until a 6 appears (not fixed number of trials).
e Drawing 5 cards for a poker hand (no replacement = not independent)
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Binomial, Poisson, Gaussian

If N — o and p — 0, but Np — A then a Binomial approaches a Poisson:

)\n )\0.4:....,....,....,....:
f(na)‘>:m€_ a :

In reality, the approximation
is already quite good at e.g.
N=50 and p=0.1.
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The Poisson distribution only
has one parameter, namely A.
Mean = A

Variance = A

. 0 S 10 15 20
So the error on a number is...

...the square root of that number!
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Binomial, Poisson, Gaussian

The error on a
(Poisson) number...
is the square root
of that nhumberl!



The error on a
(Poisson) number...
is the square root

of ’rha’r numberl“

The s mfw ns with A, and A
(S Barlow pages fp oof)



Binomial, Poisson, Gaussian

If A—co and many other PDF-cases...

Percentage of
cases in 8 portions
of the curve

Standard Deviations

Cumulative
Percentages

Percentiles

Z scores

T scores
Standard Nine
(Stanines)

Percentage
in Stanine

Normal,

Bell-shaped Curve

...and for A, 20 is enough!

2.14% 13.59%| 34.13% 34.13% |13.59%
-40 -30 -20 -1o0 0 +10 +20 +30 +40
I I I I | I I
0.1% 2.3% 15.9% 50% 84.1% 97.7% 99i9%
| 1 | | 1l 1
| 1 1 rrr 1r 1| 11111 1 T |
1 5 10 20 30 40 50 60 70 80 90 95 99
-4.0 3'.0 -2'0 -1'0 (3 +1f0 +2‘0 +3'.0 +4.0
20 30 40 50 60 70 80
1 2 3 4 o 6 7 8 9
4% 7% | 12% | 17% | 20% | 17% | 12% | 7% 4%
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Frequency

Binomial, Poisson, Gaussian

If A—co and many other PDF-cases... ...and for A, 20 is enough!

Poisson and Gaussian distribution comparison

—— Poisson (A = 20)
—— Gaussian (u = 20)
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Frequency

Binomial, Poisson, Gaussian

If A—co and many other PDF-cases... ...and for A, 20 is enough!

Poisson and Gaussian distribution comparison

0 —— Poisson (A = 20)
- —— QGaussian (u = 20)

10° =

10°

10

I | 1 | | I | 1 1 1 I | 1 | | l 1 L L [
10 20 30 40 50
Value

1
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However, note that the TAILS are not quite the same!!!
This is the very reason for the difference between Chi2 and (binned) likelihood!
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Binomial, Poisson, Gaussian
“If the Greeks had known it, they would have deified it.”

S
o

0.3

0.2

0.1

-
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34.19 34.1%

—30 —20 —1o M lo 20 30

“If the Greeks had known it, they would have deified it. It reigns with serenity and in complete
self-effacement amids the wildest confusion. The more huge the mob and the greater the
apparent anarchy, the more perfect is its sway. It is the supreme Law of Unreason. Whenever
a large sample of chaotic elements are taken in hand and marshalled in the order of their
magnitude, an unsuspected and most beautiful form of regularity proves to be latent all
along.” [Karl Pearson]
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Binomial, Poisson, Gaussian

: . Range Inside Outside

The Gaussian defines [y 68 39 0
the way we consider ey 95 7% 5 70
_ + 30 99.7 % 0.3 %
uncertainties. + 50 99.99995 %  0.00005 %

34.1% 34.1%
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Error function

Imagine taking the integral of a Gaussian:

10

The error function is “almost” that, only Ny /

it is defined slightly differently, namely
as:

_tz
erf(z) = e = dt

V o = =2 0 2 1

Likewise, there is a complementary error function, which is 1 minus the error
function. The functions are used to evaluate Gaussian integrals, i.e. typically
“how many sigmas” or “what p-value” does this correspond to.

They also belong to the general class of “sigmoids”, i.e. onset functions.
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Student’s t-distribution

Discovered by William Gosset (who signed “student”), student’s t-distribution

takes into account lacking knowledge of the variance. r(etl) oy L
VIR r(%) (1 T 7)
0.40 1.0 l ;
0.35
0.8
0.30
025 = 0.6
U
=0.20 <
0.15 T 04
0.10
0.2
0.05
0.00 -4 -2 0 2 4 0.0 -4 -2 0 2 4
X X
When variance is unknown, estimating it from sample gives additional error:
Gaussian: r— U Student’s: T — U

< = t: —
o o)



