


What is a systematic uncertainty? 

Concept and definitions of ‘systematic uncertainties’ originates from 
physics, not from fundamental statistical methodology. 

A common definition is: “Systematic uncertainties are all uncertainties 
that are not directly due to the statistics of the data” 



Example



The ideal experiment
Lets consider an ideal/trivial experiment.

We are measuring the diffusion of a 
particle (green).

The ML gives:  D* =
⟨l2⟩
4τ

Jump: l



The ideal experiment

With statistical uncertainty: 
As number of datapoints increase 
- > the error decrease
-> the result converge to correct 
value



The non-ideal experiment

Suppose I have now done another 
experiment: the result does not converge 
to the correct value.

I have 3 main suspects: 
1) A flow from the left might have pushed the particles additionally
2) Another (faster) molecule might have been measured
3) Experimental noise might have influenced results



1) A flow from the left might have pushed the particles additionally
I could compare the jumps only in x and only in y. 

I find that the distributions are statistically the same - thereby 
rejecting this hypothesis



2) Another (faster) molecule might have been measured

I simulate the data for 10% of the data, having a higher diffusion 
coefficient. Here I find that the best fit is a terrible fit.

For my actual data I get a very good fit - thereby rejecting this 
hypothesis



3) Experimental noise might have influenced results

How can we separate experimental noise from stochastic fluctuations? 
Careful investigation yields:

⟨l2⟩ = ⟨l2
x ⟩ + ⟨l2

y ⟩ = 4τD + 2σ2

Now I now how to get the basic estimate of the diffusion coefficient - 

D estimate from slope: 
1.02 +/- 0.02 m^2/s 



Conclusion

Understanding systematic errors require a detailed 
understanding of the data

When investigating the effect of a hypothesized source of 
systematic error: calculate/simulate the effect!



Sources of Systematic Errors

We can broadly divide the source of systematic errors in 3 categories

1. Instrumental (e.g., miscalibration, measurement errors).

2. Environmental (e.g., temperature fluctuations, electromagnetic 
interference).

3. Procedural (e.g., incorrect assumptions, bias).

If systematic errors are smaller than statistical errors - our way of improving 
is to get more data.

If systematic errors are larger than statistical errors - our way of improving 
to enhance our understanding of the experiment



Instrumental errors



Example case







Environmental errors



Experiment: The Michelson-Morley 
experiment aimed to detect the "aether 
wind" by measuring the speed of light 
in different directions.

Systematic Error: Thermal expansion 
of the apparatus caused small but 
measurable shifts in the interference 
pattern, complicating data 
interpretation.

Resolution: Improved materials and 
careful temperature control helped 
isolate the null result that challenged 
the existence of the aether.

Classical examples





Procedural errors



The problem for every scientist

Typically in science we have some kind of theory that we is testing a 
hypothesis of.

Clearly some measurements represent something completely different - 
for instance the background in an experiment.

Ideally we want to understand everything but as time and ressources 
are limited we might treat something as systematic uncertainties. 

However - we really don’t want to be the scientists that threw out their 
Nobel Prize of interesting data because we treated it as systematic 
uncertainties.





The charge of an electron
We have learned a lot from experience about how to handle some of the ways we fool ourselves. 

…Millikan measured the charge on an electron by an experiment with falling oil drops, and got an 
answer which we now know not to be quite right.

…it’s apparent that people did things like this: When they got a number that was too high above 
Millikan's, they thought something must be wrong—and they would look for and find a reason why 
something might be wrong. When they got a number close to Millikan's value they didn't look so 
hard…









Example
Assume we have 10 measurements:

Now 58 looks suspicious - how bad is it?

Calculate mean and std:

And the probability is:

And according to Chauvenets criteria we reject - and recalculate mean and std.



Removing data points and systematic errors

What??

Systematic errors?!

A (in this sense messy and for training) very good data set is the one 
containing all the table measurements.

Here we have some clear outliers that should be removed - but also 
some systematic errors.



Example of bad data handling



XKCD on statistics
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Trial factor: 20



Trial factor / Look-Elsewhere Effect
“If you look enough times or places, you will find something unlikely”

The “Look-Elsewhere Effect” refers to observing an apparent statistically significant 
observation, which has arisen from searching a large parameter space (i.e. many 
places).

To account for this, one uses a trial factor, which is the ratio between the probability 
of observing a possible excess at some fixed point, to the probability of observing it 
anywhere in the range.

The significance of the (fitted) amplitude tells you the local significance. As you 
might be searching in many places, this reduces your certainty to the global 
significance: 

                                 pglobal = 1 - (1 - plocal)N ≃ N local

Thus, the global significance is (roughly) reduced by the trial factor.

A good paper with discussion of statistical treatment: https://arxiv.org/abs/1005.1891
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https://arxiv.org/abs/1005.1891


Kepler tested the circular orbit model 
against Brahe's data and found 
discrepancies of up to 8 arcminutes

When systematic errors are actually 
new discoveries…

Brahe’s  methods were reliable 
enough to rule out measurement 
biases or calibration errors

Eventually, through exhaustive calculations, he 
realized the orbit had to be an ellipse rather than 
a circle, with the Sun at one focus



When systematic errors are actually 
new discoveries…

Mercury's orbit showed a precession that 
could not be fully explained by Newtonian 
mechanics or known perturbations from 
other planets.

The discrepancy was attributed to 
systematic errors in observations or 
incomplete knowledge of celestial 
mechanics.

This "error" was later explained by 
Einstein's General Theory of Relativity 
which showed that spacetime curvature 
near the Sun caused the observed 
precession.



To work with systematic errors







Take-home messages
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Systematic errors present a serious challenge - Cross checks and 
tedious investigations is your best ally

Bias of results is a typical human mistake - blinding of results 
solves this issue

Removing data points is a delicate issue - Chauvenets criterion 
presents one way to deal with this (but it is not a law of nature!)



End of presentation



Example of bad data handling
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Example of bad data handling



Example of bad data handling
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Trial factor: 20



Trial factor / Look-Elsewhere Effect
“If you look enough times or places, you will find something unlikely”

The “Look-Elsewhere Effect” refers to observing an apparent statistically significant 
observation, which has arisen from searching a large parameter space (i.e. many 
places).

To account for this, one uses a trial factor, which is the ratio between the probability 
of observing a possible excess at some fixed point, to the probability of observing it 
anywhere in the range.

The significance of the (fitted) amplitude tells you the local significance. As you 
might be searching in many places, this reduces your certainty to the global 
significance: 

                                 pglobal = 1 - (1 - plocal)N ≃ N local

Thus, the global significance is (roughly) reduced by the trial factor.

A good paper with discussion of statistical treatment: https://arxiv.org/abs/1005.1891
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Take-home messages
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Systematic errors present a serious challenge - Cross checks and 
tedious investigations is your best ally

Bias of results is a typical human mistake - blinding of results 
solves this issue

Removing data points is a delicate issue - Chauvenets criterion 
presents one way to deal with this (but it is not a law of nature!)

Look-elsewhere effect is a typical mistake that should be avoided 
by scaling over the number of cases you are looking at



Example case
A Swedish study in 1992 tried to determine whether or not power lines caused some 
kind of poor health effects. The researchers surveyed everyone living within 300 m of 
high-voltage power lines over a 25-year period and looked for statistically significant 
increases in rates of over 800 ailments.

The study found that the incidence of childhood leukemia was four times higher 
among those that lived closest to the power lines, and it spurred calls to action by the 
Swedish government.
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Example case
A Swedish study in 1992 tried to determine whether or not power lines caused some 
kind of poor health effects. The researchers surveyed everyone living within 300 m of 
high-voltage power lines over a 25-year period and looked for statistically significant 
increases in rates of over 800 ailments.

The study found that the incidence of childhood leukemia was four times higher 
among those that lived closest to the power lines, and it spurred calls to action by the 
Swedish government.

The problem with the conclusion, however, was that they failed to compensate for the 
look-elsewhere effect; in any collection of 800 random samples, it is likely that at least 
one will be at least 3 standard deviations above the expected value, by chance alone. 
Subsequent studies failed to show any links between power lines and childhood 
leukemia, neither in causation nor even in correlation.

[Jon Palfreman, "Currents of fear" (1995-06-13), Frontline, PBS,]
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https://www.pbs.org/wgbh/pages/frontline/programs/transcripts/1319.html


De-trending algorithms
A typical example is in time series analyses where would like a process to be 
stationary. This can be done by applying different kinds of filters. 

Of particular importance is the Polynomial filter  
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