
Applied Statistics 
Problem Set Solution and Discussion

“Statistics is merely a quantisation of common sense”

Troels C. Petersen (NBI)
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Yes... 

Overall comments



Yes... The problem set is hard!
The problem set is hard, and this one was no exception. If anything, on the
contrary.

So if you had a hard time, then there should be no surprise. But the point of 
the problem set is of course also to give problems, so that every student will 
be challenged. This problem set (also) managed that…

It closely resembles what to expect for the exam, so you should be well 
prepared by now.
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Yes... 

4

The solutions



Yes... Problem 1.1
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1.1.1: Since the probabilities are independent (no correlation), the probability of the 
device not failing the first year is the multiplication of the three probabilities.

But since the probabilities take into account the failing probability we need to do 
P(success first year) = (1 − P(1)) ∗ (1 − P(2)) ∗ (1 − P(3)) = 0.9488. 

1.1.2: To compute the amount of years N it needs to get a probability of failure (P) 
greater than 50%, we can use P = PNyears < 0.5. This gives Nyears > 13.19.
If an integer number is required (it is not), the answer is 14 years.
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Yes... Problem 1.2
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1.2.1: It follows a Poisson distribution, as it is a suitable distribution for N being 
high and p small. Also, a Poisson describes a rate and the number of costumers is 
integer.

1.2.2: Using the Poisson distribution with λ = 52.8, we can search for which number 
the probability or area under the curve is 20%. Doing that we get that a a busy day 
is when we have 58.68, so from 59 or more customers, and some portion of 58.
It should be discussed (explicitly) how this does not fit 80% (but above at ~82.3%).

1.2.3: One takes the “complicated” average, either by formula or simulation.



Yes... Problem 1.2
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Yes... Problem 2.1
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2.1.1: A weighted average gives 1488 ± 7 m/s.
          You should of course test this with a Chi2: Prob(chi2=29.9, Ndof=8) = 0.00002
          Thus, the values are not compatible.

2.1.2: Using the first five measurements gives 1476 ± 33 m/s,
          while the last four measurements gives 1488 ± 7 m/s.
          So the first five measurements do not significantly improve the result.

2.1.3: If we remove the sixth measurement we get Prob(χ2=11.2, Ndof = 7), p = 0.202.
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Yes... Problem 2.1
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2.1.4: We can compare the results using the z-score. Using all measurements we get 
z = 0.99, while removing the sixth measurement we get z = 0.60, in both cases 
showing consistency from our result to the real speed.



Yes... Problem 2.2

2.2.1: Doing the error propagation, we get x(1) = 0.80 ± 0.16.
          In the very beginning, it is the uncertainty in the Amplitude that dominates.
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Yes... Problem 3.1
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This fun problem was conceived by Mathias, and is “near perfect for simulation”, 
though it can in fact also be solved analytically (with erfc function).

3.1.1: Define a specific aim (2.5m), and
compute the average of probabilities:
Aiming at x = 2.5 m, we get p = 0.551.

3.1.2: Now we repeat the process for
all aims (also outside goal).
The curve should be lowest (but > 0)
in the middle and symmetric outwards,
dropping off at the ends.
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compute the average of probabilities:
Aiming at x = 2.5 m, we get p = 0.551.

3.1.2: Now we repeat the process for
all aims (also outside goal).
The curve should be lowest (but > 0)
in the middle and symmetric outwards,
dropping off at the ends.



Yes... Problem 3.2
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3.2.1: In this case, the transformation method doesn’t works (integral not easily
investable), while accept-reject works well. C = 1 / (3π) = 0.106 from integrating.

3.2.2: The data is low statistics, and should thus be fitted with a (binned) LLH fit.
Doing a ChiSquare
fit gives a biased
result, though not
entirely wrong.

Of course you know
the PDF, and you
should let C be a fit
parameter, and get
the same value.



Yes... Problem 4.1
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4.1.1: This is a simple linear fit, letting the residuals define the Std. on points.
          It is probably an overestimate, as their is a clear pattern (pol2 better!).
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4.1.1: This is a simple linear fit, letting the residuals define the Std. on points.
          It is probably an overestimate, as their is a clear pattern (pol2 better!).

4.1.2: There is no “requirement” that all data is taken into account! Rather, it is
          important to focus on the most recent data, and get this part right.



Yes... Problem 4.1

19

4.1.1: This is a simple linear fit, letting the residuals define the Std. on points.
          It is probably an overestimate, as their is a clear pattern (pol2 better!).

4.1.2: There is no “requirement” that all data is taken into account! Rather, it is
          important to focus on the most recent data, and get this part right.
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4.1.2: There is no “requirement” that all data is taken into account! Rather, it is
          important to focus on the most recent data, and get this part right.
          The best solution is not to fit two populations, but only their difference!



Yes... Problem 4.2
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4.2.1: For this problem, one should use the Fisher’s Exact Test, as the data is a
          contingency table of 2x2.
          The result is p = 0.076, thus we can NOT claim that the drug has a side
          effect, even if it is more likely than not.

          A rare alternative is to use the ChiSquare, but the numbers are too low here.



Yes... Problem 4.3
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4.3.1: This is a classic hypothesis test. As the data is low statistics, a t-test
          (instead of a z-test) is in order.
          The result is a test statistic t = 2.44 and a corresponding p = 0.0407.
          Thus here, A could possibly claim, that their battery lifetime was longer.

          An alternative solution is the K-S test, though the result is two-sided.



Yes... Problem 5.1

5.1: This is the largest problem in the set, and one should thus try an attempt at a
       quick-and-dirty solution early. Start by plotting each part of the data set.

       Statistics is high, so ChiSquare fits are in order all the way through.
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Yes... Problem 5.1
5.1.1: The plot easily shows a single peak, which can be fitted nicely.
          In reality, it is in fact a double peak, with a smaller wider shifted Gaussian!
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Yes... Problem 5.1
5.1.2: The P and R variables clearly show a separation, especially in 2D.
          One can separate either by a cut on each separately (not too good), or
          a Fisher discriminant.
          It is also possible to do “by eye”, simply requiring R-P > 0.

        The separation can be quantified in terms of a histogram for each type,
        and a corresponding ROC curve.
        An ML algorithm can do even better, given the funny wiggles.
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Yes... Problem 5.1
5.1.3: After a selection (here Fisher), the peak indeed becomes much more clear!
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Yes... Problem 5.1
5.1.4: Applying the same selection to the real data now gives a much more clear
          peak, that can be fitted nicely. Lesser selections (R-P > 0) also do the trick.
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Yes... Problem 5.1
5.1.6: From the middle plot it can be seen that the selection (red line) selects 
about 60%. Given about 132 events in the small peak just fitted, this yields 
around 210 events in total.

I created the dataset with 200 points in.
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Yes... Problem 5.2

5.2.1: The exponential fit to the tail should yield a lifetime around 1. Deciding on 
the limits is the challenge. Also, it is clearly best to do a likelihood fit.
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Yes... Problem 5.2

5.2.2: The function can be expressed in terms of the erfc function, as shown.
          Alternatives are to fit it by using simulation, as the starting values are well
         known. One can also write this function numerically, using simply the 
exponential and a Gaussian in a loop doing the integral. Notice “re-assess”…
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Yes... 
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Your scores



Yes... 
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General distribution

Average(score > 0) = 75.4

The distribution of points in the Problem Set was 75.4.
Last year, it was 70.0 and the year before 70.0, so “better than normally”.

Notice, that the grading scale is not fixed, so nothing is “absolute”.


