Applied Statistics

Problem Set Solution and Discussion

“Statistics is merely a quantisation of common sense”



Overall comments



The problem set is hard!

The problem set is hard, and this one was no exception. If anything, on the
contrary.

So if you had a hard time, then there should be no surprise. But the point of
the problem set is of course also to give problems, so that every student will
be challenged. This problem set (also) managed that...

It closely resembles what to expect for the exam, so you should be well
prepared by now.




The solutions



Problem 1.1

1.1 (6 points) An electronic device depends on three components each with independent probabilities
0.009, 0.016, and 0.027 of [ailing, per year.

» Whal is the probability that Lhe device will not [ail i the Orst year?

» After how many years is the probability of failure greater than 50%7

1.1.1: Since the probabilities are independent (no correlation), the probability of the
device not failing the first year is the multiplication of the three probabilities.

But since the probabilities take into account the failing probability we need to do
P(success first year) = (1 — P(1)) = (1 — P(2)) = (1 — P(3)) = 0.9488.

1.1.2: To compute the amount of years N it needs to get a probability of failure (P)
greater than 50%, we can use P = P < (.5. This gives Nyears > 13.19.
If an integer number is required (it is not), the answer is 14 years.
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0.009, 0.016, and 0.027 of [ailing per vear.

o Whal is the probability that Lhe device will not [ail i the st year?

o After how many vears is the probability of failure greater than 50%?

Probability of failure

1.1.1: Since the probabilities are| 601
device not failing the first year i

But since the probabilities take j
P(success first year) = (1 — P(1)) *

40 -

Probability (%)

1.1.2: To compute the amount of
greater than 50%, we can use P
If an integer number is required 101

20 4

0 2 - 6 8 10 12 14
Time (years)




Problem 1.2

1.2 (8 points) A store has 52.8 customers/day, and considers the top 20% busiest days to be. .. busy!

e Whal dislribulion should the number of daily cuslomers lollow and why?

o Whal is the average nwnber of customers on a busy duy:

1.2.1: It follows a Poisson distribution, as it is a suitable distribution for N being
high and p small. Also, a Poisson describes a rate and the number of costumers is
integer.

1.2.2: Using the Poisson distribution with A = 52.8, we can search for which number
the probability or area under the curve is 20%. Doing that we get that a a busy day
is when we have 58.68, so from 59 or more customers, and some portion of 58.

It should be discussed (explicitly) how this does not fit 80% (but above at ~82.3%).

1.2.3: One takes the “complicated” average, either by formula or simulation.
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Problem 1.2

1.2 (B points) A store has 52.8 customers/day, and considers the top 20% busiest days to be. .. busy!
o Whal disiribulion should the number of daily customers follow and why?
o Discuss what number of custorners exactly constitutes o busy day.

o Whal is the average nwnber of customers on a busy day?
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Problem 2.1

11 — Error propagation:
2.1 (10 points) You make nine measurements of the speed of sound in water, and obtain as follows:

Speed of sound (in m/s) 1532 1458 1499 1394 1432 1565 1474 1440 1507
Uncertainty (in m/s) 67 29 74 129 &4 19 10 17 14

What is the combined result and uncertainty of all vour measurements?

e How much does adding the lirst, [ive measurements improve Lhe precision compared Lo Lhe
last four?

Are your measurements consistent with each other” If not, argue for an updated estimate.

The speed of sound in water is 1481m/s. Does your result agree with this value?

2.1.1: A weighted average gives 1488 + 7 m/s.
You should of course test this with a Chi2: Prob(chi2=29.9, Ndof=8) = 0.00002
Thus, the values are not compatible.

2.1.2: Using the first five measurements gives 1476 + 33 m/s,
while the last four measurements gives 1488 + 7 m/s.

So the first five measurements do not significantly improve the result.

2.1.3: If we remove the sixth measurement we get Prob(x>=11.2, N,,=7), p = 0.202.
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Problem 2.1

11 — Error propagation:
2.1 (10 points) You make nine measurements of the speed of cound in water, and obtain as follows:
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Problem 2.1

11 — Error propagation:
2.1 (10 points) You make nine measurements of the speed of sound in water, and obtain as follows:

Speed of sound (in m/s) 1532 1458 1499 1394 1432 1565 1474 1440 1507
Uncertainty (in m/s) 67 35 T4 120 &4 19 10 17 14

e What i3 the combined result and uncertainty of all vour measurements?

e How much does adding the lirst, [ive measurements improve Lhe precision compared Lo Lhe
last four?

e Are your measurements consistent with each other?” If not, argue for an updated estimate.

e The speed of sound in water is 1481m/s. Does your result agree with this value?

2.1.4: We can compare the results using the z-score. Using all measurements we get
z = 0.99, while removing the sixth measurement we get z = 0.60, in both cases
showing consistency from our result to the real speed.
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Problem 2.2

2.2 (8 points) A mass is moving in a damped harmonic oscillator with position z(t) = A exp( i) cos{wi)
as & function of time {, where A =101 +0.19, vy =0.12 £+ 0.03. and w = 047 £ 0.06.
e At ¢t 1, calculate the position and its uncertainty in & position.

e Calculate the uncertainty m « @35 a [unclion of { [or each of the three variables, and comrpent
on which variables dominate the uncertianty during which periods in time.

2.2.1: Doing the error propagation, we get x(1) = 0.80 £ 0.16.
In the very beginning, it is the uncertainty in the Amplitude that dominates.
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Problem 3.1

3.1 (10 points) You shoot a penalty, and the probability of scoring depends on the position & (in m)
you hit, as p..... = ¥|/4 m for x| < 4 m and zero otherwise (outside goal). Assume the ball hits
the goal where vou wim with an uncertainty of one meter.

¢ What is the chance of scoring, if yon aim at z = 2.0m?

¢ Where should yvou aim to have the highest. probahility of scaring?

This fun problem was conceived by Mathias, and is “near perfect for simulation”,
though it can in fact also be solved analytically (with erfc function).

3.1.1: Define a specific aim (2.5m), and
compute the average of probabilities:
Aiming at x = 2.5 m, we get p = 0.551.

3.1.2: Now we repeat the process for Peoal(x) = [ ) i e (=% 4
all aims (also outside goal). -4 4V21

The curve should be lowest (but > 0)

in the middle and symmetric outwards,
dropping off at the ends.
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Problem 3.1

3.1 (10 points) You shoot a penalty, and the probability of scoring depends on the position & (in m)
you hit, as p..... = ¥|/4 m for x| < 4 m and zero otherwise (outside goal). Assume the ball hits

the goal where vou wim with an uncertainty of one meter.

¢ What is the chance of scoring, if you aim at z = 2.0m?

¢ Where should you aim to have the highest probability of scaring?

This fun problem was conceived by Mathias, and is “near perfect for simulation”,
though it can in fact also be solved analytically (with erfc function).

3.1.1: Define a specific aim (2.5m), and
compute the average of probabilities:
Aiming at x = 2.5 m, we get p = 0.551.

3.1.2: Now we repeat the process for
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Problem 3.2

3.2 (10 paints) Consider the PDF f(z) = Cp 5 (ban™ " (x) -« /2) with = € -3, 3].

e Determine Oy and generate 100 random mumbers following J{x).

¢ [ixplain how you would fit these data and do so. Does your fit values for € match Cypp?

3.2.1: In this case, the transformation method doesn’t works (integral not easily

investable), while accept-reject works well. C =1 / (3m) = 0.106 from integrating.

3.2.2: The data is low statistics, and should thus be fitted with a (binned) LLH fit.

Doing a ChiSquare
fit gives a biased ¥ fit results: BLLH fit results
254 C=0.002 20,010 C=0.106 x 0.011
result, though not ¥ = 13.4254
. p-value = .2654
entirely wrong. 20 ’
o PDF
3 . [ Randem numbers
0131 w? o3
Of course you know 2 xR
& -—= BLlA Rt
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Problem 4.1

4.1 (10 points) The file www.nbi.dk/~petersen/data LargestPopulation.csv contains data an
the Indian and Chinese population each year in the period 1960-2021.
¢ Linearly fit the Indian population 1963-1973, and estimate the data point uncertainty.

¢ Assuming an uncertainty of L1000000 on all data points, model the population developments
and give vour best estimate of when the Indian population overtakes the Chinese

4.1.1: This is a simple linear fit, letting the residuals define the Std. on points.
It is probably an overestimate, as their is a clear pattern (pol2 better!).

6.5
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Problem 4.1

4.1 (10 points) The file www.nbi.dk/~petersen/data LargestPopulation.csv contains data an
the Indian and Chinese population each year in the period 1960-2021.

¢ Linearly fit the Indian population 1963-1973, and estimate the data point uncertainty.

¢ Assuming an uncertainty of 11000000 on all data points, model the population developments
and give vour best estimate of when the Indian population overtakes the Chinese

4.1.1: This is a simple linear fit, letting the residuals define the Std. on points.
It is probably an overestimate, as their is a clear pattern (pol2 better!).

4.1.2: There is no “requirement” that all data is taken into account! Rather, it is
important to focus on the most recent data, and get this part right.

1=9

® Inada e

14 a

* thnrn "'..:::‘
ndia Sgmad it .‘.'i"'d" e.”:°
— China sigmold 1 .”.J' e""
12 pa o~
-~ L2
-
“.". -t
P *

10 "“‘i e"°
o9 s
L
[x]
&

at
.
®
A '
L S
u
[
B
o
*
"
.
.
.
[}
[
v
«
v
v
0
-
e |7
o
. H]
3
bk
&
|
v
>
L J
-
i

a6 s o
@
f"‘"‘ Ta0
o

1964 1966 1363 1870 1372
04 -

T T v
il ) w9 13C0 1990 2000 2010 2W0

18



Problem 4.1

4.1 (10 points) The file www.nbi.dk/~petersen/data LargestPopulation.csv contains data an
the Indian and Chinese population each year in the period 1960-2021.

¢ Linearly fit the Indian population 1963-1973, and estimate the data point uncertainty.

¢ Assuming an uncertainty of 11000000 on all data points, model the population developments
and give vour best estimate of when the Indian population overtakes the Chinese

4.1.1: This is a simple linear fit, letting the residuals define the Std. on points.
It is probably an overestimate, as their is a clear pattern (pol2 better!).

4.1.2: There is no “requirement” that all data is taken into account! Rather, it is
important to focus on the most recent data, and get this part right.
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Problem 4.1

4.1 (10 points) The file www.nbi.dk/~petersen/data LargestPopulation.csv contains data an
the Indian and Chinese population each year in the period 1960-2021.

¢ Linearly fit the Indian population 1963-1973, and estimate the data point uncertainty.

¢ Assuming an uncertainty of L1000000 on all data points, model the population developments
and give vour best estimate of when the Indian population overtakes the Chinese

4.1.2: There is no “requirement” that all data is taken into account! Rather, it is
important to focus on the most recent data, and get this part right.
The best solution is not to fit two populations, but only their difference!

104 fopulaticn of 1ndia and China with sigmoid fit sePopulation J Terence Deltween Chine aied India will fit
- ht Sgmoes , 30~ —
e e ™
SNNG NI sigmr ol ‘:'/ LN \-v:\-
-4 b e . ’ N,
China ] ,'A -
‘{’. \;.(
//n »
v A \
20~ 4 N\
? 4 2 J
\
“\
™
Lo~ o\

wpulaton
Pupuleiion o Herence

0.0

J
Fy 05 (-
4 %,
"t §1
\
0.6 vJ \
— Rt 200 aton dference \\\

/ War 21 ursess N\
~0%- } Datapocwaten differsnce dN2VY
u ‘ w "l LA L4 L w .\ g w . 4 v v
156C 1970 1900 1390 2020 2010 2020 2030 1960 %0 150C 1990 2000 2010 2020 2020

"=

20



Problem 4.2

4.2 (5 points) A medical experiment is testing if a drug has a specific side effect. Out of 24 persons
taking the drug, 10 had the side effect. For 24 other persons getting a placebo, only 5 had the
side effect. Would vou claim that the drug has this side effect?

4.2.1: For this problem, one should use the Fisher’s Exact Test, as the data is a
contingency table of 2x2.
The result is p = 0.076, thus we can NOT claim that the drug has a side
effect, even if it is more likely than not.

Drug | Placebo | Row total
Side effect 10 5 15
No side effect | 14 19 33
Column total | 24 24 48

A rare alternative is to use the ChiSquare, but the numbers are too low here.
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Problem 4.3

4.3 (5 points) Smartphane producer claims that their phones (A) have a battery lifetime that is sig-
nifcantly longer than that of a rival phone (B). You measure the lifetime of the hatteries (in
nours) five times for each brand (table below). Test if the claim is reasonable.

A: 289 264 228 273 259 B: 224 213 251 248 225

4.3.1: This is a classic hypothesis test. As the data is low statistics, a t-test
(instead of a z-test) is in order.
The result is a test statistic f = 2.44 and a corresponding p = 0.0407.
Thus here, A could possibly claim, that their battery lifetime was longer.

An alternative solution is the K-S test, though the result is two-sided.
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Problem 5.1

5.1 (18 points) The file www.nbi.dk/~petersen/data SignalDetection.csy contains 120000 en-
tries with values of measured phase (P), resonance (R}, frequency (#), and type (signal /moise).
In the first 100000 entries (control sample) it is known if the measurements are signal (1) or noise
(0). In the last 20000 entries (real sample) this is unknown.

¢ |’lot the control sample frequency distribution. I'it the observed H-peak at v = 1.42 GHz.
e Quantify how well you can separate signal from noise using the variables P and A.

e Scleeting entrics based only on £ and R, how significant can you get the H-peak fit to be?
e PloL the real dala frequency distribution, and search for & peak in the range [0.1.1.0] GHe.
e How many signal entries do you estimate there to be in Lhe peak? Do yau fnd it significant?

¢ Correcting for the signal selection efficiency when selecting events baseed on I” and I, how
many signal entries de you estimare there was in the data originally”

5.1: This is the largest problem in the set, and one should thus try an attempt at a
quick-and-dirty solution early. Start by plotting each part of the data set.

Statistics is high, so ChiSquare fits are in order all the way through.
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Problem 5.1

5.1.1: The plot easily shows a single peak, which can be fitted nicely.
In reality, it is in fact a double peak, with a smaller wider shifted Gaussian!

Control
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Problem 5.1

5.1.2: The P and R variables clearly show a separation, especially in 2D.
One can separate either by a cut on each separately (not too good), or

a Fisher discriminant.

It is also possible to do “by eye”, simply requiring R-P > 0.
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The separation can be quantified in terms of a histogram for each type,
and a corresponding ROC curve.
An ML algorithm can do even better, given the funny wiggles.




Problem 5.1

5.1.3: After a selection (here Fisher), the peak indeed becomes much more clear!
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Problem 5.1

5.1.4: Applying the same selection to the real data now gives a much more clear
peak, that can be fitted nicely. Lesser selections (R-P > 0) also do the trick.

o Real data
—  Peak fit
60 —— Background fit
| u: 0.325 + 0.004
20 o: 0.03 £ 0.00
Npeak: 132 £ 17
v 40 - Nexp: 1581 & 42
§ k: 0.67 + 0.02
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Problem 5.1

5.1.4: Applying the same selection to the real data now gives a much more clear
peak, that can be fitted nicely. Lesser selections (R-P > 0) also do the trick.
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about 60%. Given about 132 events in the small peak just fitted, this yields

Problem 5.1

5.1.6: From the middle plot it can be seen that the selection (red line) selects

around 210 events in total.
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Problem 5.2

5.2 (10 points) The file www.nbi.dk/~petersen/data DecayTimes.csv contains the measured
decay times (#; in s) of a Bohrinm isotope. The true decay times follow an exponential function,
but the measurement of the decay times given have a (Gaussian resclution (G(0, &) (thus no bias).

e Plot the distribution of decay tumes, and calculate the mean and median with uncertainty.
e Give a rough estupate of the decay Lune 7 [rom Otting the high-¢ {al of Lhe distribulion.

e Fit the entire distribution, and (re-)assess the estimated values of 7 and o.

5.2.1: The exponential fit to the tail should yield a lifetime around 1. Deciding on
the limits is the challenge. Also, it is clearly best to do a likelihood fit.

N 9R.735 +7- 14.FéhR
Larbda 1.081 +/- @,€82
X’ INsy  38.445/40

Prub g.5<40
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Problem 5.2

5.2 (10 points) The file www.nbi.dk/~petersen/data DecayTimes.csv contains the measured
decay times (#; in s) of a Bohrinm isotope. The true decay times follow an exponential function,
but the measurement of the decay times given have a (Gaussian resclution (G(0, &) (thus no bias).

e Plot the distribution of decay tumes, and calculate the mean and median with uncertainty.
e Give a rough estupate of the decay Lune 7 [rom Otting the high-¢ {al of Lhe distribulion.

e Fit the entire distribution, and (re-)assess the estimated values of 7 and o.

5.2.2: The function can be expressed in terms of the erfc function, as shown.
Alternatives are to fit it by using simulation, as the starting values are well
known. One can also write this function numerically, using simply the

exponential and a Gaussian in a loop doing the integral. Notice “re-assess”...
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Your scores



General distribution

The distribution of points in the Problem Set was 75.4.
Last year, it was 70.0 and the year before 70.0, so “better than normally”.

Notice, that the grading scale is not fixed, so nothing is “absolute”.

Average(score > () = 75.4
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