
Applied Statistics 
Problem Set Solution and Discussion

“Statistics is merely a quantisation of common sense”

Troels C. Petersen (NBI)
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Yes... 

Overall comments



Yes... The problem set is hard!
The problem set is hard, and this one was no exception. If anything, on the
contrary.

So if you had a hard time, then there should be no surprise. But the point of 
the problem set is of course also to give problems, so that every student will 
be challenged. This problem set (also) managed that…

It closely resembles what to expect for the exam, so you should be well 
prepared by now.
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Yes... 

4

The solutions



Yes... Problem 1.1
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1.1.1: The distribution is Geometric, which is an “integer exponential distribution”, 
in this case with an exponent of 5/6 and a normalisation of P(N days = 0) = 1/6.

1.1.2: To compute the distribution, simulation is the easiest to use.



Yes... Problem 1.1
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1.1.1: The distribution is Geometric, which is an “integer exponential distribution”, 
in this case with an exponent of 5/6 and a normalisation of P(N days = 0) = 1/6.

1.1.2: To compute the distribution, simulation is the easiest to use.



Yes... Problem 1.2
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1.2.1:
The naive probability of this or something more extreme is “within 3 degrees to 
either side”.

However, a pyramide has a 4-fold rotational symmetry, which means that out of the 
full 360 degrees, there are four places where one observes is “this or more extreme”.

Thus the result is 6 / 90 = 1/15th. As it happens, the Djoser Pyramide is slightly 
rectangular, thus in this (rare) case, it only has a 2-fold symmetry. Either answer are 
accepted.

Note: The problem was designed to catch ChatGPT and other LLMs off guard! 



Yes... Problem 2.1
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2.1.1: The calculation is straight forward error propagation, once finding a formula 
for the fraction.

The fraction of water originating from comets is f(A) = 0.437 ± 0.034

The fraction of water originating from the proto-solar system is f(B) = 0.563 ± 0.034



Yes... Problem 2.2

2.2.1: The uncertainty on N is from its Poissonian nature, and from there error 
propagation gives the answer.

2.2.2: The uncertainty as a function of time has two components:
             N: Scales as 1/sqrt(t) ~ 1/sqrt(N)
             t: Scales as 1/t, as the uncertainty is constant while t grows linearly.

The time to get 2.5% relative uncertainty can then be determined to be 193 s.
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Yes... Problem 2.3

2.3.1: The unweighted pylon positions can be found through “normal” mean, 
though Chauvenet’s Criterion has to be considered.
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Yes... Problem 2.3

2.3.2: The weighted means needs cross checks by z-score.
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Yes... Problem 2.3

2.3.3: The combination should be straight forward, as can be seen below.

For the second pylon (here P1) there is a 2 sigma discrepancy. I would note it, but 
also accept it (remember that there is a trial factor of 4, anyway).
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Yes... Problem 2.3

2.3.4: The test is best done with a linear ChiSquare fit (interdistances correlate!)
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Yes... Problem 2.2 + 2.3

Common mistakes/slips:
2.2.1 - Not using poisson errors for N
2.2.2 - Forgetting to substitute N=rt (some forgot just sigmaN)

2.3.1 - No cleaning of data, giving no error on reported mean
2.3.2 - Similar to 2.3.1. No cleaning of data / discussing outliers
           (students that missed this aspect also tended not to plot the data)
2.3.3 - Not combining measurements in weighted mean, or no z-test/t-test 
2.3.4 - No straight line fit, or no statistical discussion with chi squared, p-value etc
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Yes... Problem 3.1
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3.1.1: There is a formula for the overlap area between circles, as follows:

The best solution is to compare the analytic to a
simulated solution, and once these are assured in
agreement, proceed the 4D case.

The overlaps: 



Yes... Problem 3.2
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3.2.1: The generation should be straight forward, but is nicely illustrated below.



Yes... Problem 3.2
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3.2.2: Simulation yields the below distributions:

Recognising the angular distributions, it is “good sports” to plot the distribution
on top.



Yes... Problem 3.2
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Common mistakes/slips:
3.1. No uncertainties when printing out MC simulation results

3.2.1 Not plotting the full range
3.2.2 Not plotting distributions (scatter plots are not valid).
3.2.3 Not discussing why it is ok to cut the tail for the accept/reject method.



Yes... Problem 4.1
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4.1.1 + 4.1.2: The simulation shows that 200 rolls yields a clear difference from 
the expected uniform distribution. Testing it quantifies this statement.
Careful writing “p = 0.0”, but rather put “p < 10-20” or the likes.



Yes... Problem 4.1
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4.1.3: The way to investigate if there is a fake die
or not is through simulation. One does not obtain
the same result each time, and so an average must
be made.
Plot the p-value as a function of the number of
throws, possibly on a log(p-value) on the y-axis.

Depending on the required p-value the number
of throws is around 100-125.



Yes... Problem 4.1
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4.1.3: The way to investigate if 
there is a fake die or not is 
through simulation. One does 
not obtain the same result each 
time, and so an average must
be made. Plot the p-value as a 
function of the number of
throws, possibly on a log(p-
value) on the y-axis.
Depending on the required p-
value the number of throws is 
around 100-125.



Yes... Problem 4.1
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Common mistakes/slips:
4.1.2: Some people just write p=0, or don't mention chi2 (or other test) but then 
mention the p value.

4.1.3: Just used the mean of the p values
          Just do 1 run but say they don’t have statistics
          Do several runs but then do a distribution of p values for increasing #runs          
              and take the mean.
          Try to do it theoretically but rely on mean cases or approximations leading 
              to slightly wrong results.



Yes... Problem 5.1
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5.1.1: This is tested by fitting with a uniform distribution. Binning is important!
          In the below case the binning (and description) is slightly off.



Yes... Problem 5.1
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5.1.2+5.1.3: The challenge in these fits is the background, which is different in 
each case. This also affects the question about intensity, because using a flat 
background PDF leads to different intensities (they are generated the same). 



Yes... Problem 5.1
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5.1.4: Once the three peaks are fitted, one can in principle “subtract” these from 
the data to obtain the background… leading to a simpler fit.

The background is an exponential of a damped harmonic oscillator:

However, people were creative, also including e.g. a Fourrier series:



Yes... Problem 5.1
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5.1.4: Even when one knows the PDF, it is still not a simple fit to get running.
          However, at least the parameters of the three Gaussians are known well.



Yes... Problem 5.1
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Common mistakes/slips:
5.1.2: Some people do not say what they are using to fit and just show a line
             or very vague description.
5.1.3: A lot of good reasonings but very bad results from fit.
5.1.4: Some people just assumed as many gaussians as possible,
             other used just the simple exponential decay.



Yes... Problem 5.2

5.2.1: This problem comes from a 2000 Nature paper by Kate Spence, which I 
have pursued a bit since… brilliant idea, but poor statistics and hypo-testing.

For example, nowhere in the paper is there any mention of the > 15 sigma 
discrepancy between East and West alignment of the Bent pyramide!
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Yes... Problem 5.2

5.2.1: The exponential fit to the tail should yield a lifetime around 1. Deciding 
on the limits is the challenge. Also, it is clearly best to do a likelihood fit.
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Yes... Problem 5.2

5.2.5: If the hypothesis holds, and the right stars are known, and if there are no 
other major effects, then this allows the dating to become very accurate (±5y). 30



Yes... Problem 5.2

Common mistakes/slips:
5.2.2: We have probably seen ~20 different ways to estimate the systematic 
uncertainties. A suggested method would be good.

5.2.3: Some people didn't know what to do with the pyramids missing the west 
alignment measurement and dropped them for the rest of the exercise.
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Yes... 
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Your scores



Yes... 
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General distribution
The distribution of points in the Problem Set was 79.1.

Last years, it was 72.1, 70.8, and 75.2, so “better than normally”. Thanks!
Notice, that the grading scale is not fixed, so nothing is “absolute”.

Average(score > 0) = 79.1


